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Suppose each of N plots is assigned one of the f levels
The relation between the plots and
the levels of #"can be described by an N x fincidence

matrix Lastmeit fadtor
block XF — [IU]"

o
olumn :
: . p/o(.'
i .. [ Lifthe jthlevel of I appeaﬁb?tédﬁﬂ -
i 0, otherwise jb 1 ‘Z’ :
XT=[W|‘IZ|'"“&] X = [lfl l%} E),_ J—uookzz—.
b N .

F' can be a treatment factor (I7), block factor (B), 7
row factor (R), or column factor (C'), etc. Then Xp V84
1s denoted X7, X5, Xgr, X, respectively, and the
number of levels 1s denoted ¢, b, r or c.
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For any matrix X, let R(X) be the range (or column
space) of X, 1.e., the space generated by the column
vectors of X. F=8B > R(Xz)=Vs = Gp
R(X7)=V7 , R(Xr)=Vr , R(X)=Ve
Denote R(X ) by F(B,7, R, or C for block,

treatment, row or column factors, respectively).

F = {y: y; = y; if the same level of F appears at

units ¢ and j}. If all the levels appear at least once,
then(@im F = J) dm(Ve)=b  dm(Ve)=r

dm(Vo)=t  dom (Ve)=c i
o %11 -

Let F' be the orthpgonal projection matrix onto . oi
Then for any y € @ F'y replaces each y; with theP =3

: . '« w|d=t[__©
average of the y;'s over all the units 7 which are A
assigned the same level of F' as unit ¢. o N
The orthogonal projection matrices onto 7, B, R and C are
denoted b@ %ﬁlld C', respectively.

%1 VBHJB

5-3

Let@ tvilée one-dimensional space {y : y1 = ... =

yn } , and G be the orthogonal projection matrix onto

G. Then for any ¢y, Gy has all the entles equql oV = W
FZ@-ZIJ% the overall mean. Q:

1 — 1 "er
It 1s clear that G C F for any factor F'. Le

be the orthogonal complement of ¢ relative to F.
Thendm (F &£ ¢) = f — 1,and F' — G 1s the
orthogonal projection matrix onto F < (.

For instance, a typical entry of (B — G)y 1s the
deviation of a block average from the overall
average.

The orthogonal projection matrix onto £+ is I — F'.
) N
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Assume additivity between treatments and plots
Yo — 97T (w) + Z,
ts

Random-effect model (randomization model):

E(Y)=«a
cov(Y)=V .
V has spectralform V' = "¢ P,

1=0
where P is the orthogonal projection matrix onto the
eigenspace S; of V with eigenvalu@ deperds on, values

The eigenspaces are independent of the(values)of the
variances and covarinces: co-spectral. &s% €1, 02,8 -

Each of these eignespaces is called a stratum.

Ao

CompleFely V=al+bJ =a(I - L+J)+ L(a+Nb)yJ
randomized = a(I — G)+ (a+ Nb)G.
design
.. P=G. P =I-G.
ps™
wu ()= [ , .
s> So =G, S1=¢
§* Vo Vo

Block design (b/k)  V =&P + &P+ &R,

dim(Sy) = 1, dim(S)) = b — 1, dim(S,) = b(k — 1)

Row-column
design (r X ¢)

V =P+ 4P+ &P+ 5P

PP=G PP=R-G. P,=C-G, ,=(I-R—-C+G)
2z We We (R+ V)"

Sg = g ‘Sl =R g 82 =CZ g 83 = (R + (?)—

dim(Sp) = 1, dim(Sy) = r — 1, dim(S,) = ¢ — 1,
dim(8;) = (r — 1)(c — 1)
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RY = &8, 8 LS foralli # j

I =P, PP,—0 foralli#j
i=0

s S5 9 5 9
y=>.Py y—Gy=) Py |y-— Gyl :Zi | Pyl
1=0 1=1 1=

Total sum of squares

y ly— Poyll? = lly — Gyll” = > (i — 7)?
Py — | - T

1=1
]
rqnore. breatinent, struct Total varlablleéd)
Null ANOVA~ = on(y considen. plot sbutung, ie. oné/waédu wu(Zw)

Suppose @y = -+ = o (in which case |y — Gy||’
does not contain treatment effects, and therefore
measures variability among the experimental units)

It can be shown that o
EMS / dzm(‘u H ‘ = &

& . 1th stratum variance E@@:D

57
Null ANOVA for a block design:
Sources SS df MS E(MS)
b b
Wp <interblock k(i —3.)"  b-1 5y Tk -v)?  (E)<between-block
=1 vonion(z
’W’ < intrablock Z Z (Yi; — y;.)? b(k—1) =T } 1 2 Z(yU vi.)? @e—wﬂ-km- block
i=15= =11 Varian 2
bk
Total > (Y —v)? bk—1
=1 a=1
Null ANOVA table for a row-column design:
Sources of
variation S5 df MS EQMS)
W% & rows '\_‘C (yi. — __:2 r—1 ri ic[y;_ —y. )2 bechem
2 1 _ri=l .émw VQ/L
W | &col Srlyi—v)’ -1 LSy -y )
C COMINNs = [ 1 = &. co{umn VM
~L r < r [
@i{.va < units E,_lgl'iy{:‘—y;.—y.;‘+y..]: (r—1)c—1) v—l—ic—rggya— i —yit+y)t @é
. between-plot vorniance
Total ;:1 ;1{3;:-‘, — y__]z re—1 WT‘H\_ You- VOW) a,lwnn "‘D’CO[M.M)\:
= Voniang eliminated. )
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Nelder (1965a) gave simple rules for determining the
degrees of freedom, projections onto the strata and the
sums of squares in the null ANOVA for any simple
orthogonal block structure.

Null ANOVA
The first step 1s to determine ‘@v the total degrees of

freedom are split up. For theblock structure n /no,

we have the following d.f. identity: 7

n o block

nins =1 4+ vy + nys,
where 1; = n; — 1. The three terms on the right-hand
side specify the degrees of freedom of the three
Strata. Crass
The d.f. 1dentity for th{ block structure n; X no 18
nins = 1+ vy + vy + v115s.
5-9
Define the nesting and crossing functions as n e /A

N(ny, =1+ + , \
and e n;} b nyrarm)
C(ny,ng) = 1+ 11 + 1o + 111, N(N(a,,m),r@ N(/Z/,)V(ﬂz/ls))

The arguments in the A" and C functions may be
substituted by other A" and C tunctions. The d.f.
identities for other more complex block structures
can be obtained from the block structure fornmufas by
expanding the corresponding A _ard C functions. For
example, the d.f. identity torm Gs)
obtained by expanding N'(N(n4, n )

(D Generally, terms cannot be destroyed by algebraic
manipulation (e.g., 1 + » cannot be replace by n)
except that liké¥erms may be subtracted to become
zero, which 1s deleted, and thémy unity appearing
in a product 1s suppressed (1 - z = x).

block

@Another important rule: the ny term that appears in the nesting
function formula must be the algebraic sum of all the terms in the
expansion of ny.
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nl/n /Tl,} \f N (m1. ?‘12) ?‘2,3) — 1+ (..-'\-"(nl, T?,Q) — l) + ninaisy
/+(N(m nz)xz} + nz Us

S U|+fln D2 =141 +nn+ ninsvs.

v
=/+ Ur+ Mi-Dz +Me- UB _ -1 X f}l(fb:'l) nlrlz("ls—l‘)
So there are four strata with degrees of freedom 1. n; — 1.

ni(ny — 1) and nyns(ns — 1).

From the d.f. identity, we can write down a yield
identity which gives projections to all the strata. For
convenience, we index each plot by multi-subscripts,
and as before, dot notation is used for averaging.
The following is the rule given by Nelder:

Expand each term in the d.f. identity as a function of
the n's; then to each term in the expansion
corresponds a mean of the y's with the same sign
and averaged over the subscripts for which the
corresponding n's are absent.

(n1/n9)/ns:

ningnz =14 (n1 — 1) + ni(n2 — 1) + nina(n3 — 1)
=1+ (ny — 1) + (nin2 — ny) + (mnanz — ning) & 44 )derd?‘l'g,

This gives the following yield identity:

~Z . é" y..) + (Yi5. — i) + (Yije — Yij.)
bR 'Prbm. b(acL 'Fadror
.. The strata other than G have degrees of freedom equal to n; — 1,

nins — ny and nlmn3 — nin2 . The corresponding sums of squares in
ny Mo

the null ANOVA are Z:rz,gng(yf —y.)% Zan(JU y; )%, and
=1 i=15=1

P—

ii Z (Yiji — ym : /‘\

i=l1=1k=1

| R gﬂzz sum of square
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Null ANOVA for nq/n9/n3

1 N2 N3 9 1 1 M=o
S (Wi — vy ) =Y nong(yi —y. )’ + Zzns(ya; y;.)?
=1 j=1k=1 i=1 i=1j=1
ny ng N3
+ ZZ Z y%j‘k sz
i=1=1k=1
If oy = --- = a4, then
T .
E-[nll_l S nons(y,. — y)g] — & : between-block variance
?;_
n1 N9 ]
[nl D) ZE*R;:,[ Yij, — 3-_.)2] = &, : between-wholeplot variance
3_ _j'_
[mm D) ZZZ (Yiji — y_:-_j_)g] = &3 : within-wholeplot variance
1=1=1k=1

5-13
\o\oe_\< ﬁ/ 5/ |+ Ur + 72, (CChz,ns) ’—\L7
nlllf g X ng Y D2+ D3 + D203
N(ni1,C(no,n3)) =1+ +ni(l +1o+ 13+ 13 —1)
=141 +nivs +nivs + niss
d.f. identity:
MNiNaoMNy = 1 —+ (nl — l] + n-l(n? — 1:} -+ Tl-l(n-g — 1:} -+ Tl-l(n-g - 1)(?‘13 — 1) —
14+ (n1 — 1) + (nina — n1) + (ning — n1) + (ninanz — ning — ning +ny)
yield identity:
Yk = Y. + (Wi, —y.) + (Y5 — vi) + Wik — ¥i)
+ (Yiji — Yij. — Yike + Vi)
Miller (1997) Technometrics
514
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. The strata other than G have degrees of freedom equal to
ny — 1 niny —MNi1. NNz — N1 and ninoNng — NNy — NiN3 + nq.
The corresponding sums of squares in the null ANOVA are

1 ny na Ty T3 )

anns(y?;.. y.)’, leﬂa(yzj yi.)”. 21 S na(yir — ¥i.)”
1=1y 1=1k=1

and 35 Z(yua — Yir + i)’

1=1=1k=

ny/((ny/nz/ny) x ns)
N(n1, C(NV (N (ng2, n3), n4), ns))

=1+11 +n(CN(N(n2,ng), ny),ns) 1)
=N+ (N(N (22,13).04) — l)+\);+(N(N(nz:ﬂs) “45“‘5 Dy
=14+ +n((N(N(na,n3).,ng) — 1) +vs + (NN (n2,n3), ny) >)us)
*‘Yq‘-(N(nz,na)*O—r nan3Uy
=1+ 11 +n1(v9 + novs + nonavs + vs + (12 + novs H nangrs)vs)

=1+ 11 +niwv +ninats + ninonavy + nivs + niarg + ninatsus
+ ninanalyls
Yot Ozt N2U3

There are 8 nontrivial strata

5-15

Null ANOVA table — only plot structecne
e, decom)aoﬁ n baseol on CUD(.K)

Sources of variation SS df MS E(MS)
- 2 : ~ 1 2 -
1 Py dim(S1) syl Pyl &1

> 62; 1€ , &,(’3

S, Pyl dim(S,)
Total y—Gyl? N-1

W
Designs such thatIIs entirely in one stratum are

called orthogonal designs.

Examples: Completely randomized designs
Randomized complete block designs
Latin squares. Yow-column, dﬁ«‘)l‘gﬂz

dm[\] |Py| é;-SJ
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satisty the condition of
roportional frequencies 1t
prop freq block facts,

roalmeil, fucksy o — % for all i, j,

m. =S o N ang
where n;, = ijln.zj, n,;=y :,n;jand
ey =YY 0 =N

Theorem. Two factors F; and F} satisty the
condition of proportional frequencies
s FsesglFHsd.

Under a row-column design such that each treatment appears the

same number of times in each row and the same number of times in

each each column (such as a Latin square),
(TG L(Rs9)
(7 s¢g)L(CsG)

TSGC(R+0OH=S8y)

und,m, a/’é?/l/wtt'l/e , d/z‘“'/dt Nneot al/l 68«4

If 7T &G c &, for some 2. then
| PinQ = (T — GQ)y| >+ ||R‘?E-§{'I%£_I]3JH2
t
/é : T - 2 P-?; faYF 2-
-VMIJ}O*\: > '\fmﬂmavérj( J y) + || -:~_.|_~I\_._IJIyH ?

- n SR o _
where r; 1s {he Fumber of replications of the jth treatment and T’
1s the jth treatment mean.

treatment sum of squares + residual sum of squares -

E(IR ) o - 151
7

Em HPS.,@[T%g)y||2] =&
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Sources SS df MS E(MS)
S1 | Py’ dim(Sy) s | Py K &
S,

Treatments  --- t—1 £ 4 -

Residual e dim(S;) —t + 1 ... &

. 2 e 2 .
S; | Pyl dim(S.) ﬁnpyn e,
Total |y — GQyl?* N -1

519
ANOVA table for a Latin square design:
Sources of
variation SS d.f MS E(MS)
t
Rows S t(y, —y)? t—1 &
i=1
——=Columns Y t(y; — y)? t—1 &
3 =1
S| | —
t t
reatmenys > t[T; —y.]*? t—1 &+ ﬁ [ Y ta; — a)?]
=1 i=1
@ By subtraction &3
bt
Total Y S (y;;—y)?* t2—1
=1 j=1
520
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