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+ Example for experiments When Factor
Levels Are Not Necessarily Reset

- Comparison of completely randomized
experiment and a randomized run order
and not reset experiment

e Conclusions

Introduction

 An experiment is called a completely
randomized experiment if it has a randomized
run order and all factors in the experiment
are reset at the beginning of each run (Ganju
and Lucas (1997)).
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- An experiment with a randomized run order
and not reset experiment (RNR experiment).
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Introduction (cont.)

* Inindustry, the run order of experiment is
often randomized, but not all factors are
reset from one run to the next when they
occur at the same level.

* For example, in an adhesive curing process
the temperature of the curing dispenser is
difficult to adjust. The temperature is left
unadjusted at the current setting (i.e it is not
reset). This is the situation we address in this

paper.
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An Industrial Example :
P An Industrial Example (cont.)
+ This experiment was successful in improving
the performance of a wrapper machine. Three e rateis. i Tablo 1 dicolave 1h TABLE L. s Wi e
1 1 e marrix in lable |Sp GYS e dtrength Spadeg Hpeed Tem
fClCTO!“S, dee'med |mpor"ran‘r by engmee‘r"s for run order in which the experiment - = . -
creating a tight seal on the bag containing the was carried out. Spacing and speed Lt ! : 1
product, were examined in this experiment. were not ff:ilngfg‘fgef;}*:;‘zmn v R
These factors were the spacing of the seal The response, seal strength, is :';'Lii';r: o T .“
crimper, the speed at which the machine was a'SOT lis:?d- The 'ineds reprisem; 0555 LT
. restrictions on randomization due e ! : !
run, and the temperature of the seal crimper. fo spacing and speed not being T ,:
Because the mechanics of the machine, speed reset. TxE N T

and spacing were physically hard to reset
factors while temperature was easy to reset.
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An Industrial Example (cont.) An Industrial Example (cont.)
» The experiment was analyzed using the fixed Another analysis using the mixed model 50
ff 1_ d I _Xﬂ'i‘g h Th 1_ . I y=Xﬂ+le"‘6 was conducted. \ :' :' :'
eTTecTs _mo e . y= W 6!"6 6 ypica For this example, the Z matrix is formed (3 Lo
GSSUI’\'\PTIOH Of IndependenT Cmd |denT|C0”y from matrices. That is, Z:[Zspacinglzspeed] , S JI ; o Ir
distributed errors was made. All main effects, where ones in *he}:m*'”"ces i"di;ﬂe ) R
two-factor interactions, and squared terms S s e f““‘fs ave The SRR
. Iuded in The model IS:Cll’\'\e eve |C(f'l are not rese t.f , _: ,I :
were Inc . or example, spacing is reset four times,
- The experimenters followed the very common ?f‘d::‘ﬁre are fOU; i‘:”’:f‘s Tin lepacmg- The EEREERE
. o . . . Irs ree rows o e TIrsT column are o1l nowomoul
mdUSTHGI pl"ClC:I'ICZ Of usmg an or'dmar'y IZGST onhes because for the first three runs of R 1.
squares analysis, although they knew that the the experiment spacing was not reset. IR REE R

run order was not completely randomized.
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An Industrial Example (cont.) Mixed model

The SAS output is shown in Table 3.
We note that the variables B_SPACE and B_SPEED are random - The mixed model y=XB +Zute s used to account for randomization
effect s corresponding to the blocks formed by not resetting restrictions in the experiment associated with ¢ factors that are not
. T i i . . .
SPACING and SPEED. These are the blocks associated with the reset. Where Z =(Z | .. | Z,.) is the random effects design matrix

matrices Zspacing and Zspeed
pacing P for c not reset factors and u is the vector of random effects.
For every factor x; that is not reset from one run to the next in an Lk

Gd Ll b DAL Gkl ke Wiapod Badan: Caaimes
— " Ty — . experiment, the standard random effects matrix Z; is defined as:
ERET nTTE s a5 (RG] L =Jpin @1 @ jpaes
LLRLIY 1741 IR T 1LHZd i L L L .
T 1 1 i 233 oo where L is the number of levels of each factor, k is the number of
Lo pEoam factors, and j,i-t and j k-iare column vectors of ones of sizes Li1x 1 and
pe o 4m A e Lki x 1, respectively. The symbol ® refers to Kronecker
LT IR H L1} I
1176 A 0 15 s mulﬁplicqﬁon,
[T 1HATH EW L4l 107
ra71 0 ETE 1o TEE [l
ap i o madi
Lorenrmmms: Parasde: Extiaie, [REML]
NATACE (] Ao = [ : " ; }
|!.‘:.-.'.-|‘.|'l ]
Hemitme L e lp ..... R
9 10

Mixed model (cont.) The Expected Prediction Variance

- Experimenters are often interested in using

For example, suppose Tia a Oy X -

the design matrix X, A B ‘rhedr.esgl‘rs of experiments for response

and the standard ot IR C R prediction.

random effects o I . * An understanding of the properties of the
1 1 1

matrices Z,; and Z,, prediction variance of factorial experiment
Z‘)’(’” ;:‘;é:ﬁf‘é‘"‘i?”a' " | that contain one or more factors that are not

P reset from one run to the next is valuable in
comparing experiments.

o
o
n
n
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The Expected Prediction Variance
(cont.)

* The prediction variance of RNR experiments depends
on how many factors are not reset and on where the
lack of resetting occurs in the experiment. Therefore,
it is not feasible to present all possible prediction
variances for factorial experiments.

+ Instead, we give the expected prediction variance for
Lk factorial experiments, where the expectation is
taken with respect to the discrete distribution of all
possible LKl run orders.

Expected Variance-Covariance (EVC) Theorem

+ The expected variance-covariance matrix Vg=E[Var(y)]

of an Lk experiment with randomized run order when
x1,x2,.. xc are factors that are not reset from one
run to the next is

XXX E V[ XXX T

PR NIRRT i

N5 Var g %
FIVar 8] y

Expected Variance-Covariance (EVC)
Theorem (cont.)

+ The maximum prediction variance is a convenient
criterion to use for comparison and is directly related
to optimal design criterion.

* The maximum expected prediction variance of y_head,
can be written as max,cx E[Var[y(x)]] = xo £ Var[B]]x,
where x, = [1,....,1]

+ The EVC theorem allows a comparison to be made
between RNR and completely randomized experiments

based on the maximum prediction variance of the
experimental design.

Compares completely randomized
and RNR 2k factorial experiments

+ Table 4 compares completely randomized and RNR 2k

factorial experiments. Three models are considered:
main effects; main effects and all 2-factor
interactions; and full model.

+ for a completely randomized experiment, the number

of resets of the factor(s) that are not reset is the
number of runs of the experiment

* the average number of resets for an Lk factorial

experiment including one reset for the initial setup as
Lk+1-Lk! For L =2, this reduces to 2k! +1,

(Mood (1940))
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Compares completely randomized Table 4
and RNR 2% factorial experiments (cont.)
+ Each model contains ¢ factors that are not S R
reset, where c <k. The multipliers of o2 o
and o 2; for the maximum prediction variance e RS S

of a randomized desigh and the maximum
expected prediction variance of a RNR design
are given, where g ZJ- is the variance

associated with not resetting the j factor, £
where 1< j < c. ol oo

i
oy
S S maaam S se s
|
¥
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Tllustrating the information contained

in Table 4 Industrial Example Revisited
* we consider a 2* experiment, where the 11-parameter
model contains T\am_e;fec‘rs and all 2-factor - We suggest running 2 replicates of a full 23 factorial
m‘rer‘ac‘rupns wit c=3 . (the 3 factors are spacing (A), speed (B), and
+ The maximum prediction variance for a completely temperature (C))
randomized experiment in which each factor is reset perarure { _ _
iS (11/16) 0 2+ (11/16) 0 2,+(11/16) 0 2,+(11/16) 5 2, * Each replication of the experiment is blocked on
+ the maximum expected prediction variance for a RNR spacing using the relationship I=A=BC.

experiment is (11/16) 0 2+(12/16) 0 2, +(12/16) 0 2, +(12/16) 5 2

which exceeds the maximum prediction variance for
the completely randomized experiment by only o i o i
1/16) (04 +02,+0 %)
But the cost of resetting these factors in the . i e i -t
com%le‘rely randomized experiment is 16*3 = 48, while
the RNR experiment requires only 9*3 = 27. s e + "

+ = +
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Industrial Example Revisited Industrial Example Revisited
(cont.) (cont.)
- It is better than a completely randomized 2 A second option is to block only on spacing using the

relation I=A in each replicate.

+ This gives a design with lower cost and less precision
because it only requires 4 resets of spacing. Both of

replications of a 23 design because it requires
that spacing be reset only 8 times.

* Its maximum prediction variance is these designs are less expensive to run than a
(2/8) 02,+(7/16) o2 completely randomized design, both are easily
while a randomized design has a variance of analyzeq, and both have good prediction variance
7116} (02°02,) properties.
+++ H +4- ‘ ‘ —++ H - ‘ +++ H ++ ‘ ‘ —++ H + ‘
Bl S ESE =
21 22

Conclusions

* When there are one or two factors that
are not reset, a blocked split-plot
experiment is better than a randomized
experiment because it can have a both
lower cost and a smaller prediction
variance.

* Thanks for your attention
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