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Exploitation of Nonlinearit
not a 6+raigkt¥1)-m (not a maan ME model) y
o\ Nonlinearity pbetween y and x can be exploited for robustness if X, nominal values

of x, are control factors and deviations of x around xg are viewed as noise factors

(called internal noise). Expand y = f(x) around X, G ong vaniable %
C=% onz woutiol Tacterr S
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where 6% = var(y), 67 = var(x;), each jomponent x; has mean x;o and vafiance 67.

e From (1), it can be seen that 6> can be rpduced by chooking x;o with a smaller slope
g—)é - This is demonstrated in Figure 1. Moving the nominal value a to b can
reducl:: var(y) because the slope at b is more flat. This is 4 parameter design step.
On the other hand, reducing the variation of x around ¢ can also reduce var(y). This

is a tolerance design step.
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Exploitation of Nonlinearity to Reduce Variation
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Figure 1: Exploiting the Nonlinearity of f(x) to Reduce Variation
Vv Reading: textbook, 11.4
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Cross Arrnz:y nf,md Location-Dispersion Modeling
the whole x Wy vuns
desiy maﬁ/y Kﬂ(,{“"’s /ﬂu runs
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Two-step Procedures for Parameter Design
Optimization
e Two-Step Procedure for Nominal-the-Best Problem

(i) select the levels of the dispersion factors to minimize dispersion,

ii) select the level of the ad justment factor to bring the location on target .

(2)
¢ Two-Step Procedure for Larger-the-Better and Smaller-the-Better Problems
(i) select the levels of the location factors to maximize (or minimize)
the location,
3)

(ii) select the levels of the dispersion factors that are not location

factors to minimize dispersion.

Note that the two steps in (3) are in reverse order from those in (2).
Reason: It is usually harder to increase or decrease the response y in the latter
problem, so this step should be the first to perform.
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Analysis of Layer Growth Experiment

e From the y; and In sl-2 columns of Table 5, compute the factorial effects for
location and dispersion respectively. (These numbers are not given in the
book.) From the half-normal plots of these effects (Figure 2), D is
significant for location and H, A for dispersion.

MH\EAL TS D: ~M ?l !
o gtk |9 = 14352404005 4
iﬁ,c:,‘,\m(wm = —1.822+0.61€@—0.98@.

=IL) 9 edast

- &e—a&ta\sw\% .
e Two-step procedure:

(i) choose A at the level (continuous rotation) and H at the @ leve

(nozzle position 6). 4 o D+
(i1) By solving (0492 polle
D=-
v =14.3524+0.402xp = 14.5, N

choose xp=0.368.

p. 2-14

wegdon, Layer Growth Experiment: Analysis Results
design (no womplax alisma)

Table 5: Means, Log Variances and SN Ratios, Layer Growth Experiment

Control Factor
a4 8 ¢ b E F 6 H| (%) @ Iny? A
T=-ABCD - T T T Eme T sam sae-WAL &

- - - + + + - + 14.86 -3.879 5.397 9.8 obsmm.

= ABEF = -»C.DEF Ty | 1400 4205 5278 9.48
EE——————
- -+ -+ 4+ - — | B9 1e3 5265 6.89
= C,Eﬁ ::eBD'Eq — = = = | a5 53060 5209 10.60
-t = =+ = o+ = | 138 1236 5250 649
= BC—‘Fé{ = FAD Ee‘ + o+ - o+ o+ - | 1413 070 5380 614
-y J S v+ o+ = = 1| 148 13503 5401 6.90
=BC - 'ADEH - — 4 4+ _— | 1393 038 5268 5.65
L =dBppH - - ¢ - - ¢ [ me 2w s 7.47
= ACFH= BP —  + o+ =+ = 4| 4m ams 5388 6.63
= aB érH =+ GDQH + 4+ — 4+ — | 1433 0868 534 6.19
I L+ o4 — = 4+ 4| 1471 1483 5386 6.87
et -EFC’( W= "%(—DEF&H o+ o+ = — | 1488 -0418 5400 582
+ o+ o+ - = - - - | 1376 0418 5243 5.66
+ o+ o+ - 14y 4| B9 a2 5o 7.91
W\oo\szwg : F~TR (oo Dy, +€. (no mx;\?m’Qs)
Z or Qa($®) -7{0“ o\vas <l can cortribidy an eFfec

D b efects > df Br Rsiduals,
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Layer Growth Experiment: Plots

absolutz effects
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Figure 2: (Half-Normal Plots|of Location and Dispersion Effects, Layer Growth
Experiment
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Analysis of Leaf Spring Experiment

e Based on the half-normal plots in Figure 3, B, C and E are significant for

location, C is significant for dispersion: adjustments 'FN*DG
2
§ = 7.6360+0.1106%)+0.088 1)+ 0. 051@ Blds -1
2
062y =2 = —3.6886-+1.09013g 8™+ (bias)
=€XP( e ) B s 9 8 MSE
+ t FH 0084 | 00725

C

e Two-step procedure: U
) I’h? 238 8 o084 0. 00 &4
(1) choose C at — + + + 749 a4 | ao8bs

(i) Withxc = —1, $=7.5479+0.1106x5 +0.0519xf.
m‘ﬂmm Note 1 Yeview the discussion obouls
' tal fegron

.0, xp and xg must be chosen beyond +1,

To achieve ¥
| XB =XE = 2.78) This is too drastic, and not validated bj current data. An
alternatlve is to select xg = xg = xc = +1 (not to follow %ﬁg?\oeﬁfep
procedure), then y=7.89 is closer to 8. (Note that y =7.71 with B, C_E.)
Reason for the breakdown of the 2-step procedure: its second step cannot

_ S moue thae 2nd skep
achieve the target(8.0> o (s& Step.
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Leaf Spring Experiment: Analysis Results

Table 6: Means and Log Variances, Leaf Spring Experiment

Control Factor

2;-1‘ (8vuns) | B ¢ D E| ()

I-BDE - 4+ 4+ — | 7540 -24075
+ + 4+ + 7902 -2.6488
- — 4+ + | 7520 -6.9486
+ — 4+ — | 7640 -4.8384
- 4+ - 4+ | 7.670 -2.3987
+ 4+ - — 17785 -2.9392
- - = = 17372 -32697
+ — =+ | 7.660 -4.0582

mod&éme,: same a0 what m Np2—Y
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Leaf Spring Experiment: Plots
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Figure 3: Half-Normal Plots of Location and Dispersion Effects, Leaf Spring
Experiment
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LocsTron- dfispersion. modelp
Response Modeling and I-bv-Noise

© rmask. some rmpertant rel ip betueen § &N Sactors
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% 5 b appropriaE 1o buildl meded drsporsi AT | r—
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baged on 5’*? i :
e Response Model: model y;; directly i terms of control,

control-by-noise interactions. Je.x “'(Oc (S, M)+E vortablee Witk
: ELYISN) Frxed values,
— half normal plot of various effects® N a0 7T (i CDOEstep)

— regression model fitting, obtaining y. E,U(fr’ /<) - mc:dram) %v\cc;u:‘y

oAl wexhod (rwhuitive poveghon) Tary [ §1.£) = var model
@{/nge control-by-noise interaction plots fo?gi(g?liﬁcant effects in 9, choose
robust control settings at which y has a flatter relationship with noise.
numeicold method, Leasiov +o do wieapolation)
Compute Var(¥) with respect to variation in the noise factors. Call Var ()

the transmitted variance model. Use it to identify control factor settings
with small transmitted variance.
. VoAt no need Yo ha ideikical .
Modelimg vesponse. variab '
@: what voriahle 7s more suitable €o be tha reponse_ in
the Sitted modtd 7 «— apply appoimalipn Viewpo it

Similan to the codm
Half-normal Plot, Layer Grow%
the whdle a%/zn/ (£ 3 N)\ & there miaastion

“, éDQe ne #o Me Mg @//W.M;
(8*'3)"4' 0 ( +|
2 Iz r%a/ma/esgﬁ/[l: (M1—|—M2>—(M3 —|—]\44)7 2 — | 1 1-
wHh the samk 3 codmg - -t
% defmiyy continck subgroup My = (Mi+My)— (My+Ms), g ¢ _ 4 _

éﬂﬂﬂr n U\/p.2—l¢. M, = (M) +M;3) — (M + M4),\ _benefit: orthogonali

model: 4 ~ 3B (ol fndborial eells Sovmed by C RN+ 5 < {76 ptonkes
e From Figure 4, select D, L, HL as the mw

e How to deal with the next cluster of effects in Figure 4?7 Use step-down

multiple comparisons.

e After removing the top three points in Figure 4, make a half-normal plot
(Figure 5) on the remaining points. The cluster of next four effects
(M;,H,CM;,AHM,) appear to be significant.
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