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Analysis of designs with resolution at least@

orﬁmgoml componenky
L multi -way layoul:
all the main eftects and two-factor

e For designs of at least resolution V,
interactions are clear. Then, further decomposition of these effects
according to the lincar-quadratic system allows all the cifects (each wiLh
degree of freedom) to be compared in a half-normal lot.ﬁ— £ no replicatzs

e Note that for effects to be compared in a I
uncorrelated and have the same variance.
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Analysis of designs with resolution(smaller than V)
“Ceq.m. Mg%‘f}zfg
e For designs with resolution /{1 or [V, a more elaboraie an;‘%sﬁs Tethod g

required to extract the maximum amount of information from the data.

. 3 . . . . . .
o Consider the 3°~1 desien with C — AB whose desion matrix is given in

Table 6. Eccazza-arm) Rouse correldloon € [-1, 1]
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o [ts main cflects and two-factor interactions have the aliasing relations:

A=BC?,B=AC?,C=ABJAR® = BC = AC) (6)
= p~2 =
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Analysis of designs with resolution /// (contd)

e In addition to estimating lhedegrees of freedom in the main effects A, B
and C, there are two degrees of freedom left for estimating the three aliased
effects AB?, BC and AC, which, as discussed before, are difficult to interpret.

p. 1-39

e [nstead, consider using the remainin degrees of freedom to estimate
of the I x[,! x g,q <l or g x q effects between A, B and C.

o Supposc that the two interaction elfects taken arc (AB)y; and (AB)y,. Then
the eight degrees of freedom can be represented by the m
in Table 7.
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Analysis of designs with resolution /// (contd)
(\ pantqal alrasim

Because any c%mponent of A x B is orthogonal to A and to B, there are only

non-orthogonal pairs of columns whose correlations are:AB
1asMg ) Suppose. Y ~all ME+all 2§35+, , :
A"A% BL,B%CL C%' <. Qail EE!!“AB T C() — 15X :
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woualy. %B ,H and [AB)y,[c [can be estimated) in addition to the three main
(&

c Ac)d) {y (AB’)z, (AB)g.

pﬁeu@is(@#%f&'hst Lf/@@hmns arc@;@lmﬂ%ﬂ they cannot be

estimated with full cfficiency, f U(@) “6('.’( truk m%r:x; X /D
x +¢/

Y WY c. of (AB);; and {AB);, demonstrates an ﬂdva ag' ' of th

one
ar-quadratic system over the orthogonal components system. %

Sore design, the AB mleracuon com orlﬁrl}3 cannot he‘ ezlémated
—>(equlan &3 (e,4, 2-{evel con?
aliased with the main effect C. d 3 & >
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: can we also rﬁwzwsc. the orthgonal comporent (2-dm) into "
Q‘ Analysis Strategy for Qualitative Factors W(

Ans: a/ammg voniables . offet
fi For a qualitative factor like factor D (lot number) in the seat-belt $or ?

cxperiment, the Tincar contrast (—1,0,+1) may make scnse becausc it

represents t.hc@npaﬁ son between Tevels 0 and 2.
< Helmanl codmg —— _
:J On the other harid, the ’Lauadratic” contrast (+1,—2,

level 1 with the average of levels O and 2, makes sens¢ only if such a

1), which compares

comparison 1s of practical interest. For example, if Igvels 0 and 2 represent

two internal suppliers, then the “quadratic” contrast/measures the differenc

between internal and external suppliers.
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Analysis Strategy for Qualitative Factors (contd)

e When the quadratic contrast makes no senseut of the following three
contrasts can be chosen to represent the two degrees of freedom for the main

\
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Analysis Strategy for Qualitative Factors (contd)

Note: can only putfwo out 7y (Toi, Doa, D) Thbo the moded
@ﬁmhematicaﬂy, they are represénted by the standardized vectors:
1, , ] , ,,
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e 'T'hese contrasts are&]ot orthogonal{to cach other and have pairwise
correlations of 1/2 or —1/2. G why s ""h‘f"m dffereit: from

zhe HeulmwaaIm? (@;_ ™ sum wd/mc?

Sl -

example, 1f level 0 1s the{main suppliefjand levels | and 2 are minor
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suppliers, then Dy and Dy should be used
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Qualitative and Quantitative Factors

e The interaction between a quantitative factor and a qualitative factor, say
A x D, can be decomposed into four @

e As in (5), we define the four interaction effects as follows:
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Variable Selection Strate
Cwanz‘: © sole -7 "m”’ﬂp Jprgb)l;m

hese contrasts are not mutually orthogonal, a general purpose
analysis strategy cannot be based on the orthogonality assumption. Therefore,
the following variable selection strategy is recommended. Ql"’“’”“"‘y analysas
For a quantitative factor, say A, use Ay and A, tor the A main cifect. dass m’z-af::{s‘m

For a qualitative factor. say D, use 0); and D, 1t D, is interpretable; othemme qelec m .
conlrasts from L1, Dy, and L3> for the D main effeu.

For a pair of factors, say X and Y, use the products of the two contrasts of X and the two
contrasts of ¥ (chosen in (1) or (i1)) as defined in (5) or (8) to represent the four degrees ol

freedom in the interaction X < Y. n a disfernane between tham
~>idewtiy mgotoa = ) ool o aitimda &

(iv) Using the contrasts defined in (i)-(iii) For all the T clors bind their two-factor inleraclions as

candidate variables, perform afstepwise regression) or: cuh&ct s«,lccnonl pmg'cdurc t’oilﬁcinszﬁy a

suitable model. "To avoid incompatible models, use the[e’r’ren,r heredity pr mcnp[)m rule out

interactions whose parent factors are both not significant.

M*OTAW ?0\ BOW\\ONQ \9\"0\'&0\/ Poklnomﬂ

(v} (I all the factors arc quanmdmc use the original scale, savt{) u,pn:sun the linear effect of A,
hc quadratic effect and x,‘xB the interaction between ¥, and x};. This works partigularly well

if some factors hav e\unevculx spaced lev ela) bos2- Sundly °h

Analysis of Seat-Belt Experiment

e Returning to the seat-belt experiment, although the original design has
resol ulion@i.ts capacity for estimating two-factor interactions is much

better than what the definition of resolution IV would suggest.

iéw Alfter estimating the (our) 111 effects, there are stillegrees ol [reedom
available [or cslimating some components of the two-lactor interactions.

e From (2), A, B, C' and D) are estimable and only one of the two components

in each of the six interactions A X BAXC, AxD. BxC, BxDand C x D
all ME+280: |+ 4X2 +bx¢ = 3’1

433243, + 3x Y +2xb= 4o

e Because of the dithiculty of providing a physluﬂ interpretation ot an

is estimable.

interaction component, a simple and efficient modeling strategy that does
not throw away the information in the interactions is to consider the
contrasts (A;.A,), (B1,By), (C1,C,) and (Dyy, Dya, Dy2) for the main effects
and the 30 products between these four groups of contrasts lor the
mteractions.
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Analysis of Seat-Belt Experiment (contd)

o Using these@ontrasts as the candidate variables, the variable selection

procedure was applied 1o the data.
e Performing a stepwise regression on the strength data (response yp), the

following model with an R oicd:

Vo= 6223.0741 4 1116.2859A; — 190.2437A, +— 178.683

—589.5437C, +294.2883(AB),; + 627.9444 (9)
—191.2855Dp1 — 468.41900> — 486.4444(CD); 1>

e Note thaf this model obeys effect heredity. The A, B, C and D main effect
and A x B, A x C and C x D intcracuons arc significant.|In contrast, the

simple analysis from the previous section identified the A, C and I main
elfects and the AC( @ and AB(= CD?) interaction components as

significant.
p. 1-48
Analysis of Seat-Belt Experiment (contd)
¢ Performing a stepwise regression on the flash duta (response v), the
following model with an R of
vo = 13.6657+1.24084, +0.13578; %
—0.8551C; +0.2043C, — 0.9406(AC),; (10)

—0.3775(AC) s — 0.3765(BC) ,, — 0.2978(CD); 12

o Again, the identified model abeys effect heredity. The A, B, and C main
effects and A < C, B x C and C x D inleractions are significant. In contrast,
the simple analysis from the previous section identified the A and € main
cffects and the AC{= BD?), AC* and BC? interaction components as
significant.
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