NTHU STAT 5510, 2024 Lecture Notes

Ilustration with Adapted 53T
Epi-Layer Growth Experiment

1. In Table 4 (LNp.5-11),
—@® median|f;| = 0.078, = median of 15~ |8iJs
closer] ® s0= 1.5 x0.078 =0.117.

z'ggo e trimming constant 2.55g = 2.5 x 0.117 = 0.292,
which eliminates 0.490 (D) and 0.345 (CD).-& 2 out of I5 effects

-»(® medianﬂéil<2.5b,0}|(§_il= 0.058 < median of 13 smaller [8ils
o PSE —1.5x0.058 = 0.087 «<£> s.2.(5))

The corresponding |tpsg| values appear in Table 6 (LNp.5-28).
2. Choose a = 0.01.
—® IER(; = 3.63 for I = 15. By comparing with the |fpsg| values, D and CD are
Iarger significant at 0.01 level.

——(® EER( g1 = 6.45 (for I = 15). No effect is detected as significant.

e Analysis of the |tpsg| values for In s? (Table 6, LNp.5-28) detects no significant

effect (details on textbook, p.182), thus confirming the half-normal plot analysis in
Figure 4.10 of section 4.8 (textbook, p.179). »

“ |tpse| Values for Adapted s

Epi-Layer Growth Experiment
Table 6: |tpsg| Values, Adapted Epitaxial Layer Growth Experiment

e T3 nd unreplicated
A 090 025
B 199  1.87
c 090 178 2
IER« 1 D ¥ 0.89 g_’.‘. "'N(Ul , 6% )
or EERa AB 009 071
AC 1.07 0.41 Ei (g,{)
Itese.i)4--- AD 057 046 ;I A ~
| BC 067 127 > - Ux =~ Bot+BoXotBeo Xen
] BD 034 016 2
: co vl 135 -Géz a COHShn{'
L —> A ABC 1.13 0.51 a3
0.01 0.05 0.1 ABD 029  0.67 Vbr(#;;)
p-value ACD 034 0.0
BCD 126 005
ABCD 023 163

e p-values of effects can be obtained from packages or by interpolating the critical

values in the tables in appendix H (textbook, p.701). (See textbook, p.182 for
illustration).

+ Reading: textbook, 4.9
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Nominal-the-Best Problem«— Recall. obgective in LNp.5-1""

e There is a nominal or target value 7 (=14.5 in the case) based on engineering design
requirements.

e Define a quantitative loss due to deviation of yx from ¢.

rQuadraticﬁ': Liys,t) =¢- (y_xt 1)2. ~E(4x)+E(Yx)

argmin|-> E(L(y.1)) = ¢ - Var(yy) +£- [E0x) — 1. Ux=E(4)= X8,
pS — ~ tuariance - bias® a
o Two-step procedure for nominal-the-best problem: 2"653 = fn(Var (35))::—.)(2@2

(i) Select levels of some factors to minimize Var(yy). 4—-—-]

(ii) Select the level of a factor not in (i) to move E(yx) closer to ¢. <~

— A factor in step (ii) is an ad justment factor if it has {a $octor whose effects .
a significant effect on E(yy) but not on Var(yy ). 4— @PPEATS in B, but not 8>
— Procedure is effective only if an adjustment factor can be found.

This is often done on engineering ground. l_. Ifan ad;,iusbm%{' $ackor
— Examples of adjustment factors : deposition time does not exist. some

in surface film deposition process, mold size in tile trade-off between
fabrication, location and spacing of markings on the ~ ¢i) and (ii) i$S re%uirecl.
dial of a weighing scale.

% Reading: textbook, 4.10

p. 5-30

Why Take In 52 £ (easa response of linear model

e It maps s_2 over (0,00) to In s% over (—00,00).

Regression and ANOVA assume the responses
are nearly normal, i.e. over (—oo, o0),

response Joproximate | onr struckure

S?e (0,00) «
— Suppose zx = lnsi. On(s¥) € (~00. 00 X@+£e(—oo,w)

— Zx = predicted value of In 0}7;

e Better for variance prediction.

— % = predicted value of Gi, always nonnegative.

produceconstant”
e Most physical laws have a multiplicative component. J‘ mmngej

in the model:
basg =xB+E

F—Log converts multiplicity into additivity.

e Variance stabilizing property: next slide.

K
error part of 4 > In(War(€))= 3 fn(Var(€)
€= Ex-xE& may get a better ¢
Assume independence and zero means: ;PPW;Z“H°“ b;’(
inear u
Tar (€)= Var(E)x---x Var(€x) —S5) | iresd sructure XB
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p. 5-31

In s as a Variance Stabilizing Transformation

o Assumeﬁ%ﬁ(@,%),j: ,...,nx. Then,

(nx — Uszzg — Z’;—-X;1 (Vx,j _)’_QZ ~ Oy an—-b
anEd (; r;‘“‘;m ;anable ——a random variable ~ Iny-1
Var(f':zSi) ?J._lns =lng +ln(‘)§_/ ny —1 L—W; 3)
o Ws: arandom variable, 4: a smooth function, by d-method,
E(h(Wy)) ~ h(E(Wx)) and Var(h(Wy)) ~ [ (E(Wy))]*Var(W)
o Suppose Wy ~ x% /Vx. Then, E(Wx) =1 and Var(Wx) =2/ vx.
e Take i =1In. Applying (4) to Wy (~ sz_;x /vx) leads to
I M P (i) ~ In(E(Wy)) = In(1) = 0, — E(lSE) = da &3
Nt .s)[Var(In(Wy)) ~ [1'(1)]2(2/v5) = 2/ vy~ Tar(€aSx) = 2/0x
In (3), vy = ng — 1, we have Insg ~ N N(lnc 2(nx—1)""). | 6x™ only appears

[N’

F o ¥
| N
p—

The variance of Ins2, i.e., 2(ng — 1)1, —3— in the mean
. —X = a constant i we have Structure of
is nearly constant for ny —1 > 9. same t o veplicates Sor 2

each vun 2 (Sx")

4 Reading: textbook, 4.11 —(exercise) Compare the result with E(S¢) and Var(Sg)

p. 5-32

Epi-layer Growth Experiment Revisited
e Original data from Shoemaker, Tsui and Wu (1991)% Conceptual model :

Tablez C . . . AN + eo e
(LNp 5_2)c—f->Table 7: Design Matrix and Thickness Data, zl‘. Bo BAXA+
T Original Epitaxial Layer Growth Experiment + BABxAxB +--
2* design i .
9 -original response (6 replicates) + BascZaXslc+
= A+
A B C D L————.Thickness@ J ﬁ Ins2 +BABCDxAkaD
— — — +|14812 14774 14772 14.794 14.860 14.914 | 14.821 | 0.003 —5.771 *
- stant v
- — — — 13768 13.778 13.870 13.896 13.932 13914 | 13.860 | 0.005 —5.311 ‘-con ariance
— — 4+ 414722 14736 14774 14778 14.682 14.850 | 14.757 | 0.003 —5.704 @u;Q *-25 'Eobudd
— — 4+ —|13860 13876 13.932 13.846 13.896 13.870 | 13.880 | 0.001 —6.984 mean
— 4+ — + [ 14886 14.810 14.868 14.876 14.958 14.932 | 14.888 | 0.003 —5.917 a mwe,
= 4+ = = 14182 14.172 14.126 14.274 14.154 14.082 | 14.165 | 0.004 —5.485 (&. Why not use Zx::!is
— 4+ + + 14758 14.784 15.054 15.058 14.938 14.936 | 14.921 | 0.016 —4.107 v R
— 4+ + —[13.996 13.988 14.044 14.028 14.108 14.060 | 14.037 | 0.002 —6.237 'éObUlld G mean
+ — — +[15272 14.656 14.258 14.718 15.198 15.490 | 14.932 | 0.215 —1.538 model ?
4+ — — —|14324 14092 13536 13588 13964 14328 | 13972 |0.121 -2.116
+ — 4+ 4113918 14.044 14926 14962 14.504 14.136 | 14.415 | 0.206 —1.579 A—_ v-ar(#)() npb
+ — + —|13614 13202 13704 14264 14.432 14.228 | 13.907 [ 0.226 —1.487 mgarded COﬂ.Sfaﬂt
+ + = +114.648 14350 14.682 15.034 15.384 15.170 | 14.878 | 0.147 —1.916 overz’)
+ + — —113970 14.448 14326 13.970 13.738 13.738 | 14.032 [ 0.088 —2.430
+ 4+ 4+ 4| 14184 14402 15544 15424 15036 14.470 | 14.843 [ 0327 —1.118 (QWhy gx beH:er
+ 4+ + — | 13866 14130 14256 14000 13.640 13592 | 13.914 [ 0.070 —2.653 - =
; than Yx ?
- «
(@ Use Zx= S} to build a variance model Ans. 0<Var(4s) = 62
2
0 <Var(Jx) = 63:/6)
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p. 5-33

Epi-layer Growth Experiment: Effect Estimates

Table 8: Factorial Effects, Original Epitaxial Layer Growth Experiment

2 ﬁ; = ¢ Effect' y Ins2

A —0.055
-

(X'X) z— p T
u 6T c ~0.109 0.077
@ D 0.632
AB ~0.032 —0.428
Understand the meanmg AC —0.074 0.214
of these effect estimates, | AP —0.0% 0.002
eg, BC 0.047 0.331
ME(A)=-0.055§ BD 0.010 0.305
- I — cD —0.037 0.582
Z(A")-Z (A') ABC 0.060 ~0.335
I-NT(A . B) = _0‘032 ABD 0.067 0.086
I ACD ~0.056 —0.494
ME(A|B+)-ME(AlB-) BCD 0.098 0.314
. ABCD 0.036 0.109

0>

N Epi-layer Growth Experiment: Half-Normal Plots
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Figure 7 : Location effects (yx)

25

Figure 8 : Dispersion effects (In szx)
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(exercise) Perform Lenth's method to identify

significant effects
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p. 5-35

Epi-layer Growth Experiment: _|positive sign
Analysis and Optimization => increasing effect

e From the two plots, ME D is significant for z =y and ME(D)/2

ME A is significant for z = In s2. Fitted models : J»USQCI to ;’eaCh 'H'e
) . R R 1 ue 3 "e')
location model—s 5y = Po+Porp = 14.389]10.418@, E(Yx)= 4.5
dispersionmodel-®Ins2 = Y+uxa = —3.772}1.917x4 . used to minimize
rr——@ Factor D is an adjustment factor. ME(A)/2. vareance

— All the effects related to factors B and C do not appear in the fitted models. €—
e Two-step procedure: —qualitative factor 8.C could be m"-t"a’ iables [useful

WIHlv Smu. - 7
(i) Choosegt — level (continuous rotation)<~Why not set A"-Z -3, information?

guanl-u’cuhve factor
——(ii) Choosex_Q = 0.266 to satisfy 14.5 = 14.389+0.418xp. (If D =30 and 40 sec

for xp = —1 and 41, xp = 0.266 corresponds to 35 +0.266(5) = 36.33 sec.)
e Predicted variance (@:What if Disa %Ua’i'l'd{'ive factor ?)

& = exp[—3.772+ 1.917(=1)] = (0.058)*= 0.00 3¢ optimal setfing
This is too optimistic! Predicted values should check Xp Xg Xc
it co Wes32\ -] ? 7 0266

be validated with a confirmation experiment.

=>@®: D nformation about
(Note. si estimates subplot error variance) @ l:lﬁa W:Ihlz?ey?n ;ft@g_r_mari ance ?

+ Reading: tegook, 4.12 t—check LNp.5-3 Ans. Check I:z‘g  in I.Np.s- 34

k one block factor, 2% levels e
2" Designs in 27 Blocks _ [} icck sse 2k-8 (! total 2" EUs)
fﬁ.mt_i factors. each 2 levels

Sull $ackorial = 2% treatments (> need 2* EUs) (23] block size 258
|| < 2K treatments

= incomplete blocking

e Example: Arranging az_i design in 2 blocks (of size @_32
Use the 123 column in Table 9 (LLNp.5-37) to define the
blocking scheme: % Concq’&““l mode|:

— o Z ~ Bo +block effects
block Iif 123 = —, and block IT if 123 = 4. ‘—rr"—‘z ~I pammeters

e The block effect estimate y(1I) — y(I) is identical to the +.all treatment effects+E

estimate of the 123 interaction (123 = 4) —y(123 = —). T 2%-) parameters

: : => ng interaction btwn
The block effect b and the interaction 123 are called block & treatment factors

confgunded. Notationally, In design matrix, column b= (column 1)« (column 2)s(column 3)

aliased ® In model matrix. block effect column
(Ch5) b = 123 = /23 interaction column

Esacﬁfying, 3) Bp+Bi23 is Jointly estimated

e By'giving up’the ability to estimate 123, this blocking scheme increases the precision

in the estimates of main effects and 2fi’s by arranging 8 runs in two homogeneous

blocks. " the block effeck @ can reduce 82 @ is orthogonal to other
a gaa choice ?';3_17 treatment effects (+heir estimates not biased by block effect)

e Why sacrificing 1237 r,lz 3 is the least i(mportant effect among
ans: Effect hierarchy principle~  all the 8 factorial effects.

jointly made by Jeff Wu (GT, USA) and S.-W. Cheng (NTHU, Taiwan)
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p. 5-37

@ Arrangement of 23 Design in 2 Blocks
blockT _blockZ T conceptual model: (Note. not inferested in Bs)

(:;gfﬂ l-:;g_-z_;‘ Z=Bo+BuXp+BiX1+Ba%2 +B3X3+BuXi2+Biaia+Baa X2+ Braa liaa + €
( llll ! ( :?-"| block effect 3
U.2.3); H.2.3) | =Bo*(Bo*Buaa)Xe+BiXi+Ba2a+BaXa+BrXi2+Bialin+Bal2s+E

%)ethow ? 7 Table 9: Arranging a 23 Design in Two Blocks of Size Four
- (The 3 factors are denoted by 1, 2, and 3)

%treabral):s interce 723 |2 [Xo= Xi23
TemeT i
(=7 Run{'/ 1 2 3 12 13 23 123| |Block PP
e (S R o o R
Inthemodelmatrix, | 2 |+|— — +|+ — — +[|+ 1 % of possible
g\e BL-d£ ;reused 3 4+f-+—-1-+ - +{+ 04 choc.ces
Oes .ma w_»
Bo (i:‘mPt)o 0 5 D I A ++_ (q.)' lﬁl#l
8:.82,8as. S+t — |- -+ +H|+ 1 "-Whyrmgh{: not
Biz2, Bz, B23 6 f[+]+ — +|- + = | = 1| be good choices?
e : Ans. It would be
Bb +Bi23 L 5 S LA R better to have
T . 8 |+ + + 4+ +| + IIT orthogonality.
a goin ' [ F $# of possible
model matri bine|] |
effect (aIH:u "'I" Jesign makrix of |‘°"'“"J columns: 7
effects) treatment factors ||whole design matrix m__amhfl

p. 5-38

g one block factor, 4 levels

A 1‘2__ Design in 4 Blocks [k sse 2 . 22
8 'l:real'ments [each with2 leverl blockl block2 block3  blockl

e Similarly we can use by =12 and b, =13

to define two independent blocking variables:
The 4 blocks I, II, IIT and IV are defined by

b=t andby =+ Bs Bra Buiba
I ¢
pseudo block | bx ba | [Biba ‘
block | I+4——| + |Thisisnotan A group structure
factors % : - :_ i’ ~ interaction effect.| | ;. Alggbro. ,with
T D+ +| + 2 geerators bi.ba

| |

= X J
1 I ? a ) .
a block factor with & levels @.: Why not sacrify l23?J

I+
=
< |

needs 3 df. for its block {I, b, ba, bib2}
effects T 123 1x 23
- | 2x I3
e A 23 design in 4 blocks is given in Table 10 identi 3x 12
; . . ekmeltl ’ 2 3x
(LNp.5-39). Confounding relationships: 2 x
by =12,by =13, byby =12 x 13 =23.= 1223 Inbercept 23 1
Thus 12, 13 and 23 are confounded with L1 Note. In model matrix, for every
block effects and thus sacrificed. “columns Xi's . we have X2 Ai=1 »

jointly made by Jeff Wu (GT, USA) and S.-W. Cheng (NTHU, Taiwan)
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p. 5-39

@ Arranging a 23 Design in 4 Blocks ((exercise)

[ — 7
Table 10: Arranging a 23 Design in Four Blocks of Size Two . c’:‘f‘?zfu"ﬂtl:&ditﬁ.

Boa+Bi3e———— Bup.*B23 [# OF possible block & treatment
~ BuiBize— | choices” | effects = ?
AT b1 bl bib 122227 * 8 df are usedto
(3 ) choices = —lH-z estimate what 2
Run|Z 1 2 3 12 13 23 123| block $ True model: Z=X,B:+ XaBa + €
_TT _*
1 v HXaB2 (I-H)X:Ba
) 11 “}, Fitted model: Z=X,8,+ & &)
i I > ey 15 (Xa ;lockef&
‘|, 1123 HiX282= QO
5 2| %11] 2L & i larger
m than it should be.
& It > o 18 N
7 I W 1123121323123
. 1

8 +jt__+=é +] Vi kI IRRRE
model matrix whole design matrix [ {I-H)Xag2=0

(treatment effects) But. Bia. Bra. Bas are biased
o {/,12, 13, 23} forms the block defining contrast subgroup for the 23 design in 4

blocks. For a more complicated example (22 design in 8 blocks), see textbook, p.196.

3 pseudo block factors bi, bz.ba | ——
= 17 block effects : bi. ba.ba, biba,bibs,.baba, bibab3

@ Minimum Aberration [ Only consider block schemes of the form
+ Blocking Scheme l B={I.b.ba. biba. } + @ group

criterion Cohocon oo the col o th
*ﬁfnatmnffa@rs—j_' osen jrom uhe columns in the
For any blocking scheme B and 1 < i <K' let , M09l makrix of treatment effects
also g T ——— em\e_ andLsLs kA (@.1 What is the best choice ?)

called a gi(B) = number ofli-factor effectslthat are confounded with block effects.

word of- —h_ 4 of i-factor (treatment) effects that are sacrified.

! - Must require g1 (B) = 0 (because no main effect should be confounded with

block effects). wordle
e For any two blocking schemes B and By, let pattern (WLP)
r = smallest i such that g;(B1) # gi(B2). of block scheme

— If g-(B1) < g-(B2), scheme By is said to have less aberration than scheme B, .

— A blocking scheme B has minimum aberration (MA) if no other blocking

schemes have less aberration than B. :
han L. (g,(@), $a(8), + + -, G (B)) Sequentially
MA criterion > minimize
e The minimum aberration criterion is justified by the effect hierarchy principle.

e Minimum aberration blocking schemes are given in Table 4A.1 (textbook, p.207).

e Theory is developed under the assumption of no block X treatment interactions.

% Reading: textbook, 4.15
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