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Normal Plot of Factorial Effects .. -.8: 4 Normal ?
28, Ao # oF effects

e Suppose 0;,i=1,---,1, are the factorial effect

Recall .
O Inunreplicated 2" design,
>no df left for 02

estimates (example in Table 4, LNp.5-11).

— Order them as é@ << é@. > cannot do £-tests
— Normal probability plot (LNp.3-28): = cannot c[e.bgcl:‘
check guankile of N(.1) effect significance
% 6,; (vertical) vs. @' ([i —0.5]/I) (horizontal) @Normal (probabtlity)
20 = = = plot for residual
residuals| = check normality
] = detect outlier
° Agsumption : the effect
= parameters of these
[ rial
g effects are zero.
Figure 5: Normal Plot of Location Effects,
Adapted Epitaxial Layer Growth Experiment »

p. 5-18

€@ % Under the conceptual model and 2= Full Factorial design
Z=XB8+E, £~N(Q,6%]) , where

8o Bo
B8a B -
B=|ee = @ = BA = (X"X) '\TZ and
Basco Baeco
Lz Q — E ~N(8 LXXV'62) . where ( x’x)":llvl *orthogonality
22 A —_ =k
= Bo, Ba, Be. . Busco are independent and ha?/e same variance

# Under Ho: Beffet=Q > Beffect ~N(2, (5¥n) 1)

A A ~ s -L_ : k
Ba.Be. . Basco ML N(o0. 6%/N) run size 2
= The normal plot of Ba.Bs.-. Basco looks like
the required Bt x
assm{on G R——— almost a stright line . and

For drawing > slope of the line

normal plot / 'g:{,';ﬂL = O'/J—,-\-,- - ﬁ conbains
information

of 6.
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. Use of Normal Plot to Detect Effect Significance

e Deduction Step. Null hypothesis Hy : all factorial effects = 0 . Under Hy,

p. 5-19

i ~ N(0,67) and the resulting normal plot should follow a straight line.

AT
effect sparsity — add the assumption in LNLS‘-Iﬂ‘_‘I ;tnfiféit:fn’;a nof B

e Induction Step. By fitting a straight line to the middle group of points (around 0) in

the normal plot, any effect whose corresponding point falls off the line is declared
significant (Daniel, 1959).

Var(8:), not the variance of the response.

e Unlike 7- or F'-test, no estimate of (5_2 is required. Method is especially suitable for

unreplicated experiments. In z-test, s_2 (i.e., 6_2) is the reference quantity. For

unreplicated experiments, Daniel’s idea is to use the normal curve as the reference
i 4

distribution. —» compare to the empirical cdf of B;

e In Figure 5 (LNp.5-17), D, CD (and possibly B?) are si:g-niﬁcant. Method is informal

and judgemental. | gfaphi cal metho :..l
= Subjective
®  Normal and Half Normal Plots P'
When # of replicates
Recall. In t-tests, 2 :::(agl)'is large
declare signiﬁ‘card: ¢ ——
if A 8 o Note Slope of
lt-valuel >C Om% c¢ the line o<
2 ‘ = (o) ‘ G/J_
& 9|5 c-s5e(8) 9 i O ionh
 — c’ ) R O (1] in LNp 5-1'7 holds}
- 2 p— T—
19]>c 2 A 0 L 2 When # of replicates
normal quantiles s lo.rge s
¢.¢.(8) ts small
half normal quantiles
Figure 6: Comparison of Normal and Half-Normal Plots »

jointly made by Jeff Wu (GT, USA) and S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 5510, 2024 Lecture Notes

p. 5-21

. Visual Misjudgement with Normal Plot

e Potential misuse of normal plot :

— In Figure 6 (top, LNp.5-20), by following the procedure for detecting
effect significance, one may declare C, K and [ are significant, because
they “deviate” from the middle straight line.

— This 1s wrong because it ignores the obvious fact that K and I are smaller
than G and O in magnitude. _r-|+|: absolute value

This points to a potential visual misjudgement and misuse with the
normal plot.

such visual misjudgement appears more often in the
normal plot of factorial effect estimates, but

rarely happens in the normal plot of residuals
(Why? 0 Z€a=o)

. 1\ p. 5-22

@ Half-Normal Plot

e Idea: Order the absolute 8; values as

Q@onro o
Y [hgd ®

@Q}S"'Sﬂfﬁ'

Plot them on the Eositive axis of the normal

2
distribution (thus the term “half-normal”). W 1t
This would avoid the potential misjudgement :?IWI
between the positive and negative values. 1 -[Q(a)- H_x—?-
e The half-normal probability plot [empirical |, —» 0 —
ists of the point cdf of ¥
consists of the points A.: I p(|w|<a)= p(-a<W<a)= g[@a)-i(_oj
(@71(0.5+0.5[i — 0.5]/1), 8] ;) If we want o include |_(2)
fori=1,...2k—1. more effects into the fitted

model, we can remove the

e In Figure 6 (bottom, LNp.5-20), only C is Q&Cbs that have been

declared significant. Notice that K and / no identified as signifi s
longer stand out in terms of the absolute values. and redraw a half-norma

plot using the remaining
e For the rest of the book, half-normal plots e&cts "3

will be used for detecting effect significance. - $or exp'tal data with single
% Reading: textbook, 4.8 I_QP"_wkZ; under saturate model
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A Formal Test of Effect Significance:
Lenth’s Method

e Sometimes it is desirable to have a formal test that can assign p-values to
the effects. The following method is also available in packages like SAS,

JMP, or R.
Recall. ® normal plot / half -normal plot is subgective
® cannot do é-tesf:s (. no df leSt to estimate 5),
® If wi,- Add N, c‘) in the normal
plot of Wl, ,Wn “*—— a straight line:

slope G
o intercept -» 1

how ?
Assume the £ effects on/close to a straight hneﬁ;;zve parameters

being zero, ie.. B, .-, B, ikd. N(o. c,,‘)[m
'V'ar(e)-jr

O = S.e.(e)

= can use the conr.epf: in @ +o
(obtain information about &2

*—how ?

0>

p. 5-24

@ A Formal Test of Effect Significance (Contd.)

J-must assume half-normal plot
why 2J  B: with 18d<25s, 1 T ‘_'_r—'_
~(2)

e Lenth’s Method
has mean zero = ,
1. Compute the pseudo standard error (PSE) L
p . Del’s
Ow = PSE = 1.5 x median; 5 _,5.1]0i], ol _ :
[ B2 35} ma¥m So 2553 § |8

t=m n.'cl;m. 18l¢z-n

where the median is computed among
the |8;| with |8;| < 2.5s¢ and
—_— +

—{# P(Iwl>2.5)=~0.01
ac‘n_ so = 1.5 x median|6;|. N(so. 1

t_=m,
~ Justification : If 6; = 0 and error is normal,
so is a consistent estimate of the standard deviation of 6;.

Use of median gives “robustness” to outlying values.
=

Why? Lem&reme.ly large 185
# I 9.8 A9 N(0,0) , then N(o.1) [ check Lp5-22
median 8¢S I9..|s esl:cmal:e! med‘“”(,Wl) cb ) I5
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A Formal Test of Effect Significance (Contd.)

2. Compute

t-statistic = —9——-0—

d’I é~-o ' | E

'test' statistic —» Ipsei=

If |tpsE ;| exceeds thc%ritical value given in Appendix H (textbook,
p.701) or from software, é_, is declared significant. L obtained from
simulation

e Two versions of the critical values are considered next.

p. 5-26

Two Versions of Lenth’s Method

e Null hypothesis. Hp : all 8;’s = 0, normal error.
e Individual Error Rate (IER)(—C‘:'—) individual £-test
$or some|For i = 1,--- .1, the IER at level o is determined by

*Ixedl:
a specifi Prob(|t | > IERy|H = Q.
eﬁﬁ%'—’ (|tpsk. il alHo) [e2

ool 1 ~ Note : Because 0; = 0, tpsg ; has the same | ~, cid ~N 2)
effects distribution under Hy for all i. Oi's are i.L.d ~ N(o,cs

*.' under Ho,

é Experiment-wise Error Rate (EER) muH:Lple i:es{:mg
Prob(|tpse.i| > EERg for atleastonei, i=1,...,1|Hp)
Recall, ' —— ( t— # of all effects
H0>

Tukey's method | :’; rob | max ltpse.i| > EERq|Ho ) = 0.

cf. 1 — RR,@RQa

3

e EER accounts for the number of tests done in the experiment but often gives
conservative results (less powerful). In screening experiments, IER is more powerful
and preferable because many of the 6;’s are negligible (recall the effect sparsity
principle). The EER critical values can be inflated by considering many 6; values.
(Why?)e—many 6i's are actually very small & need not be tested
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