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Analysis of
Bolt Experiment [~ @nova. (Y ~Bo+ media + plating+ media x plating)
Table 10: ANOVA Table, Bolt Experiment

Degrees of Sum of Mean
Source Freedom Squares Squares F
'W‘u&di:«—L 1 821.400 821.40042)+22.46
Weplating «{Ho.Ha models=?| 2 2290.633 1145.317 ls 3131
W, media x platinqu 2 665.100 332.5504H2)H 9.09
N*residual 54 1975200 B2<-36.578

Q : What if we use anova (4~ PBo+ plating+media+ platingxmedia) ?

e Conclusions : Both factors and their interactions are significant. Multiple
comparisons of C&W, HT and P&O can be performed by using Tukey j
method with £ = 3 and 54 error df’s.

compare U.;'s «2— -3-'s fmswer~
[-0@ Another method is considered in the following pages. i * how dif¥erent”
Note

Interactions ane significant (check LNp.1b) ia LM

p. 420

Two Qualitative Factors: [.22mwe g o o
o o opllop |- oyl
a Regression Modeling _52”"’" odoll e
over- T+
pammelerized Approach J-|
S constraints
e Motivation: need to find a model that allows the O onf) e | |

comparison and estimation between levels of the |can estimate & test

qualitative factors. The parameters o; and 3; in iﬂdl: vidual effects
_model (5) (LNp.4-16) are not estimable without s, B35, wﬂ’é !

putting constraints.—»must have & model that is not over-parameterized

e For qualitative factors, use the baseline constraint for the bolt experiment:
o =PB1=0and w;=wy =0, i=1,2, j=1,2,3. 9 © 03« baseline
<E ol o treatment codings (LNp.3-8)— (0.1) codings 3 T fevel
Then, we can do estimation & t-tests for individual effects
e [t can be shown that _¢media, plating)=(1,1)
’l*‘;{-*?l-*\:l)n =M1 :E( T) = N, Hi2 = E(y12) =N+B2, piz= E(yi13) = n+Bs,

o 0 O

o

oRro
Rro

1 = E() =N+ 00 gy P2
p =E(yn)=n+0+P+®n, 3 =E(ys)=n+0+Ps+ 0.

5% Sum codings (n LNp.4-16~1F = (-1, 1) codings —> for ANOVA (. 1)
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Regression Model (continued)

e In the regression model Y = X + ¢, (matrix form)

P

Design Matrix mode/ + codin model matrix model (5) in Nplb
media plating | ¥ T ¢ 02 6 8, B3 WaiaW nWnw3
1w uo meopilw)  (TEPPEDE0 01 e
1(B) 2(H) |BD--O—=—®up 1 1 000 0
1(B)  3(P) | e L 0160 0
2M) 1(C) | T [T L pod 0 0
2M)  2(H) |* E9) H22 19101 001 0
2M)  3(p) |B--0 123 )mmdi’i 19160 1 00 1
= L (0.1)coding / Xij=XoxXg
( n 4-}— intercept
gz _ .1._ d:’-';my variable for ME of media A=XB
B- Bz o—2 dam?y variables for ME of plating >B8=X"u
= J" ~
@22 ler— 2 dummy variables for their interaction
\ 6023“) L0

e Interpretation of parameters

Sum coding rm
n= dn +Mz;- + 23 f_’; n ¥ 111,
LY Y ) ‘gf) O = w1 I
— ua.uguuaa & = pp o,
Bs = w3 [ 411, [~ baseline level, (media, plating)=(1.1)
W = (u2p—p21)— (12— #11)4__62
On = o) =@z, o

Exercise 1, Express T, dis, B3’s, Wij’s as functions of U:js
under sum codfrgs .

Exercise 2. Under sum codings, use the gruph to interpret
the meanings o 1, &’s, By's, Wig’s.
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Regression Analysis Results = -

Table 11: Tests, Bolt Experiment 5';3 E,. oo T

multiple P43

®: How to test
Ho: Miza=413

(B2=83)

Standard (~Why different ?
Effect  Estimate Error r 53 p-value A
n 17.4000 1.9125 9.10 0.000 C
(053 —0.5000 2.70471 —0.18 0.854
B> Wuﬁ:f 17.3000 2.7047 6.40 0.000
B3« Ha | 13.1000 2.7047 4.84 0.000
) m?hk —4.8000 3.8251| —1.25 0.215
W23 —15.9000 3.82511 —4.16 0.000

. sum g&dmgs 3resswn SLS
vaficlisitn compare the results with Table || & with ANOVA in LNp.¢-19

di EXZ. Interpret the meanings of 7, WS, [=XB = X4 = (X™)B
coding Bj’s under main-effect-only model. > B= (X)Xl

Significant effects: Bz (C&W and HT are different when media=bolt),

ﬁ_ (C&W and P&Q— are ghfferent When medla—bolt)

+B=1

@3 (difference between C&W and P&O varies from bolt to mandrel) 8=1

A=1

~-B=1—->3 A=1 -2

—A=2

&2 not significant: no difference between bolt and mandrel when plating=C&W.

Adjusted p-values «——— Why doing it? It :Fo"ows the | "™
same concept as for multiple

e The p-values in Table 11 (LNp.4-23) | testing problem in the PfthouS
are for gach individual effect. muH:cpTe. comparison methods.

e Since five effects (excluding 1) are considered In Bonferroni method
simultaneously, we should, sgictly speaking, for k tests, r eJ‘e.ct' if
adjust the p-values when making a joint statement P-value < Olx kL
about the five effect‘s. 3 <> kxp-value < o

multiple comparison ————

e In the spirit of the Bonferroni method, again o Note. Tukey method need
justified by the Bonferroni’s inequality in Eqn. mdependence assamptwn,
(2.15) of the textbook (LNp.3-11), we multiply wfuch might not hold on
the individual p-value by the number of tests 'l o8 s, 58 s, w‘a S.
to obtain adjusted p-value. cov(B)=c*(X' X'

o For 03, the adjusted p-value is % x 0.0001 = 0.0005, still very significant.

The adjusted p-values, for& and & are smaller. 1 may {ncrease T we use

more tests to answer

" how different” problem
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Box-Whisker Plot —Exercise. Do the box plots for d:je’s,

p. 4-25

of Residuals: and compare their ditterence.
. larger variation in the (0 obs.
Bolt Experiment [— (media, plating) = (1.3)
o | for =g
> Eije= o L e
2= . - i
for any (£.3) B
—A Bcaw BHT BPsO M-caw MoHT M-P8O
—B 11 12 :LaE 21 22 2 ?

Figure 1: Box-Whisker Plots of Residuals, Bolt Experiment
e The plot suggests that

— the constant variance assumption in model (5) (LNp.4-16) does not hold,

— the variance of y for bolt is larger than that for mandrel.
A=l A=
These are aspects that cannot be discovered by regression analysis alone.

0o"“-’-Pt'“a' model : o—|before exp't] p. 426

1}-/[ultllllhe-V;7ay Lay{(:)ut 7 321 [kt (-3 1K)
more than 2 treatmen
#~Bo+A+B +C +AsB+AsC+BACHABC + €
factors, but no block factor ME 355 350% 1
Table 12: ANOVA Table for Three-Way Layout (need n (>1) replicates for ANOVA]
Source df Sum of Squares Under sum codings
A -1 Y nK (&), (...~ F..| | Wo. W4, Wa, W,
= — I KB e Wase, Waxc, Wexc,
A el
c K—1 i1 nt)(8)? L2282 ) | mutually orthogonal |
. — I yvJ RY. \2
AXB -1 -1) Zi}:lZ%{:lﬂ((Otﬁ)ig)‘_ gij“-a‘:_ea'-'b
AxC I—D(K—1) Y1 X nd(08)y)? R A 78
ig-=i- 3} +Y..
BxC (J—1(K—1) £ 2K ni(Bd) )’ s =
AxBxC (I-DHU-DE-1) YT 5o n@w)? ||t Vige =JZ- Kl
residual IJK(n—1 Zi':l Zizl Zgjl ZZ:1 (Vijkt —)75'&)2 =§ f;jk =0
total IJKn—1 Zil'zl Z_JLzl Zgzl ZZ:l (Vijkt — )_’_)2

o 0, P s (&E)i 7> Yijk» etc given in Eqn. (3.35) of the textbook.

e Estimation, F'-tests, residual analysis are similar to those for two-way layout.

¢ Reading: textbook, 3.3, 3.5
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Latin Square Design : Wear Experiment

% Exp'tal units : a position at an

cf. @f Latin s

times for setting up the tester)
—s Qualitative, ¥ levels

quare (LS) design of order k£ : Each of the k| aé

e Wear Experiment : Testing the abrasion application ( 16 EUs : hetrogeneous )
resistance of rubber-covered fabric,
[do not "i”esponse y: loss in weight over a period of time 1 pE2 pos3
for block app1 [[EZ] | - |-~ [{ED]]]
Sactors with|_#ne (reatment factor : material type A, B, C, D, mappz 2 —t
. crecis 1 Lo qualitative, 4 Ievel.ls_T e R
~row-column
@ two blocking factors (Crossing): A} I Assome block factors have onle ME
(1) four positions (1, 2, 3, 4) on the tester, ‘gil__&:oc fts}’b Sont
C'gudiimﬁve. & levels =, block size=4 T u@ B-=2
(2) four applications (1, 2, 3, 4; four different s S:M Bad
o F Compart e &

, block size=zlY [ of the resi
= -l’>1;_1<-+‘:<’2)=>may
commodate

k rows and once in each of k columns.

block factor

PPy
(Collection of Latin Square Tables given in Appendix 3A of WH).

@® Randomization applied to assignments to rows, columns, treatments.

; e
more restrickion on H
randomization than RBD |—»—1E% E%)
o Itis an extension of RBD to accommodate two blocking factors. | e[ =<+ &g
*—— 1 block fuctor, 1 treatment fackor “—vx x

Wear Experiment : Design and Data

Table 13: Latin Square Design Compare ? vs. :,":3 (within block comparison)
(columns correspond to positions, ——ﬁ
—_— B | columny bk effects are vemoved in resi
rows correspond to applications and
: . Tt's achieved because each treatment Ievels
Latin letters correspond to materials), appear eguall in rows and columns
Wear Experiment % (block | Design Matrix [Freatment |[randomization <>
,Colq_mw Mr?é%ﬁ factor ||level permutntion
Position -3355-1 1 ¢ -y
YOW — Application  [1] 2 3 4 i 5(‘3‘ full factorial designfe
o 5 s e B B o
Tl T e ;scek“?@m*‘w“‘%
3 p| ¢ 14 B AT esyn
4 Bl 1A ¢ 3 181l [any 2 columns in desi
|3 3Q | (oo s o b
Table 14: Weight Loss Data, |Howto f—{-—ﬁ- ) nal, if all level
Wear Experiment construct? s 3 Cg combinations of the 2
p— L (225¢ 4t o ||| columns appear egually often
sppicsion 1 2 3+ |sorthogonal array (08)Of strength 2 (textbook, p 323)

1

2
3
4

236
241
273
270

218
227
274
230

268
229
226
225

# of different level combinations of the
three factors = 4xUx4 =64 But, only

16 of them appear in the design maotrix.

say, (1,1.A)? «—(@: Can we perforn all 64 level combinations?),
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@ Model for Latin Square Design r(k-l) Pammefefs

v
[beforf ?fogél sum codgngsj-» Wr W'c Wt > Wol Wyl WelWel n*

p. 429

- . Vil =N+ %+ B+ 1 +&j, $ Why?
over-parameterized @ 6 @ O DM is an OA of sleongth 2.
where i, j,L=1,...,k, and (@ main-effect-only model
1 = Latin letter in the (i, j) cell of the LS, @ sum codings

= ith row effect, Note. distinckion of ,Jr Note. I there exist interactions

= jth column effect, ww““ btwn the 2 block factors

'nthe nesti WNp 15
— lth treatment (i.e., Latin letter) effect, a(g;n(cep:ueuﬁf Zs‘fto P

€j; are independent N(0,c ) :w Colun"ém- :column
e There are only gc‘ values in the triplet (i, j, [) ment +&  L(k-1)* parameters

||‘S] |I;CD ||~.

AR, = can treat the 2 block factors
dictated by the particular LS —Nete. not k2 as 1 block Sackor with k’ Ie:zls
= But, , d.
Sum | this set is df:noted byAé. ) : i grl.{:sre:;neni
codugs )’Uz L2 T] + & + B+ A+ mg = need to have multiple
K 2 B N 2
_ <'—l"">- = e EUs in each of k*
i = P +('{] = TR hlacks
Ra®? tRp@ LRgE) TAR(E) | = Then,con use
orﬂ‘osonal'*y (yl]l Vi =V-j- = Y-l l+2y )5 {SBBDDor
e ANOVA decomposition: similar formula (see (3.40) of WH) L

ANOVA for Latin Square Design |In seguential ANOVA, —
[. anova (4 ~ Bo + row +column+ treatment ) «—| block factors should always

Table 15: ANOVA Table for Latin Square Design | be put before treatment factor

Degrees of M§ EMS)
£10Wo | Source Freedom =7 _4.]
vk - o .
TOW k—1 EYE (5, — ... use (P4)
Wr | row — ‘Z’ """ i =3 in LNp.2-36
W I k—1 kY
i — LY, g - Y~rowscolumn+ treatment +€
"We| treatment k—1 kyk = 5...)2 wt. y-.rowwohmms
. 2
n-‘- residual k- ])(k ----- 2 Z(l ]l t(; ("l]l AAAAA ..)‘ g
N 2 7l
8o '-l<"‘-| -3(k-1=(k-N(k+i-3) %
= (k=1 )3 - (k=1) estimated $rom
— = Jf of residuals in RBD| an RSS not
Table 16: ANOVA Table, Wear Experiment con{:ammg
Degrees of Sum of Mean block variation
Source Freedom Squares Squares r
application QJ' -4_| 986.5 328.8334~)}5.37
position E 1468.5 489.500 |@ b 7.99
material 3 |a.|39${:—b4621.5 1540.500 H442) 25.15
residual 6 LSS 367.5 8= 61.250
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F-Test and F-test & multiple comparison for LSD use

. the same principles as in RBD, except that
Mu“ll.)le 2 block factors in the former while 1 in
Comparlsons The latter m_e]3~me+ umn s
e Hy:Ty = =Ty, can be tested by using the F-statistic] e:J~row+
RSSwi RSSng—= 'dfu-dfne |MNote. @ F. .4~ Y..¢ is not biased
eSS,/ (k=1) —

by blocks (' orthogonality)

— 8S./(k—1)(k—2)’ @ 82 = RSSny/dfa, does not
RSSny—> «—dfne contoin blo{k‘;tan:;fon
The F-test rejects Hp atlevel if F > Fy 1 i 1)(k-2),00 Y= XuB: + X=|5z + E.

e If Hy is rejected, multiple comparisons of the T; should BW'B? M

be performed. 7-statistics for making multlple comparisons :

Ho Te= .C; ('Ca Ti= 0) Ta - u. - )7J — 9. } -0 Var(j-j'gui)
— Jor specific (<.§) > uset-dist Lij =~ ) = O%k +S7k
for all ¢i.3)'s for null = oViktlk

~2

where 6_2 is the mean square error in the ANOVA table.«{0 = Tll%(%-_i)'

At level a, the Tukey multiple comparison method identifies

“treatments 7 and j as different” if 1] > L T (1) (k
IR k(k—1)(k=2).a
N . J
Analysis Results
— row — column

e The p-values for application and position are 0.039 (=Prob(F3 6 > 5.37))
and 0.016 (=Prob(F3 6 > 7.99)), respectively. This indicates that blocking is
important.

e The treatment factor (material) has the most significance as indicated by a
p-value of 0.0008 (= Prob(F3 ¢ > 25.15)).

e With k=4 and (k — 1)(k — 2)=6, the critical value for the Tukey multiple
comparison method is

1 4.90 _ 34
at the 0.05 level.

AAAAAAAAAA the multiple compa
By comparing the multiple compar
an

(LNp.4-33) with 3.46, material A
1dentified as different at 0.05 level.
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Multiple Comparisons Tables

[ o ]
Table 17: Multiple Comparison 7-statistics, Wear Experiment e '. LA
Avs.B Avs.C Avs.D Bvs.C Bvs.D Cvs.D| %o T 3%

—8.27 =434 =637 3.93 1.90 —-2.03

anova (4 ~ Bo+treatment) <~ treated as one-way layout .
ETable 18: ANOVA Table (Ignoring Blocking), Wear Experiment <3| Table |6

Degrees of  Sum of Mean (LNp. 30)
Source Freedom  Squares  Squares F o A'Frfo
; < estimated from an
material Same«=s 3  4621.5 1540.500} 6’.\55 RSS SMQ.
residual 12 28225 23521« 3*«+—] block variation

e Effectiveness of blocking: +/468.5+3675

— With blocking, Pr(F3¢ > 25.15) = 0.0008. ) become less significant

— Without blocking, Pr(Fs 1, > 6.55) = 0.007«/ When block factors
- B Prifig ) are sig ni#.,ca‘ nt.
Therefore blocking can make a difference in
decision making if treatment effects are smaller. Q- Whm‘: if :50'?"— ‘}'fwkvl: factor
+ Reading: textbook, 3.6 is §ound s 5’“’ v ’
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