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W (Ho): Y=Ro+E
0. (M 4=R,+8x_1*One-Way ANOVA (Contd)~—32e AN0VA

Table 3: ANOVA Table, Composite Experiment [aser power
overall F-test Degrees of  Sum of Mean asﬁtﬁiﬁ?vaes
a how different” Source Freedom  Squares Squares F f&@:——
ngﬂ::‘f::nd laser 2 224184 112.092 11.32
&‘——Whﬁm residual 6 59422 9.904 L large
Sactors total 8 283.606 8* v’Sma"jp-Va(ue

between o, Uso, Uso

e Conclusion from ANOVA : Laser power has alg—] There exist difference
significant effect on strength.

can only answer whether
e | To further understand the effect, use of multiple L‘ ;_)_ IJ <
—s{ | comparisons is not useful here. ( Why?) for L Je {40 5'0 60}

e| The effects of a quantitative factor like laser power can be decomposed into

linear, quadratic, etc. Ux 44
R 7 ¢ B,XJ - +6I 3|_/_ +Bz. 3| /

base functions intercept :meareﬂ‘ect quodratic effect.

n -~ — . orthogonal fe~(LM, Np 8-¢~5) »-3-16
codmg(bag functions for Linear and poiy:%m':;I 3=5°*3911*BZXG*£
38)] X

antitative factors .
%:‘Egunlihﬁi:e cod;a;s, ,39)| (Quadratic Effects |, % %

|§#ally5pace m-a m m:+o m-o -1 1 —~MU,
e Suppose there are three levels of x (low, medium, high) m':_' a ° 'f ::ﬁ...

and the corresponding E (y,) values are p = (uz, up, up)’ - 300
S — — S ATA [g 2 O]

[ ] Bo ﬂa*Bg] F. -1 12] B [B., [(taw..wu)/s r— " 06

10- > Bel=A'U=|C +un)/2 4. ~| AT

~B.+eg 1 1 1 ‘@' A (&-zu..w".o/b A= sk%A

&=’I A

Bg=? ) Linear contrast UH — UL = ( 1,0, 1) ( ) 1
mo m mm L- -1

ML x

:;::I Aﬁ) Quadratic contrast : ,uL—Z,uM +ug = (1,-2,1) ( ft% ) e e

x

+ L OX2+bX+C
m-a m mia x
&B?M “68 "‘J E-ZX(”‘”‘" -ﬂn) < Sor gualzémé«ve(':ﬂf.'ﬁ?) 1 g
es.?l & x = (ul-l UM) (“M'u )*ﬁrgumhfatwe
m-a m mea -2
’ m(— 1,0,1) and (1,—2,1) are the linear and quadratic contrast oo M Mis
vectors; they are orthogonal to each other.—s & orthogonal to intercept 1L .
ST Tioo iaE)| — When % of replcales are ientical for all treatments
= a: a contrast (balance), the columns in model matrix are orthogonal. B
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@ Linear and Quadratic Effects (Contd.)

g - coding —= %5
e Using (—1,0, 1) and (1, —2, 1), we can write a more detailed regression
model y = X3 + €, where the model matrix X is given below.
LM, LNp.8-2, location & scale change
é Normalization : Length of (—1,0,1) = /2, length of (1,—2,1) =+/6,
divide each vector by its length in the regression model. (Why ? It provides

a consistent comparison of the regression coefficients. But the #-statistics in
the next table are independent of such (and any) scaling.) .
l B <> ti

e Normalized contrast vectors: consistent
linear:  (=1,0,1)/v2=(-1/v2,0,1/2),
quadratic: (1,—2,1)/v/6 = (1/v/6,-2/v/6,1//6).

p. 3-17

4 ] L2 B (8] /uror check (&)
-eo[ o | [101 E‘[% =(CXXTY < 7n (Np.3-16
= ‘Q - o~
g; S R B B e e
0 -2
2 -2
4. 102 .
""’°[L§:: %Ig':x; 41 i (X™x)'= '/s J:wv(g) 6’ (X’ xg>

o ° ° ° p-3
@ Estimation of Linear and Quadratic Effects
o Let Bz‘), B}k B;_ denote respectively the intercept, the linear effect and the quadratic
effect based on normahzed contrasts and let ,8 (Bg,Br (Bo:Br,Bg)" ,B:)". An estimator é’ of B
b .
E_g.l_m By V3 1V3 13 I =y (A) in
A A 11 B=|§ |=| =uvz2 o Uz =i k340
> A=A B UVE Ve Ve )\ ey LB
B=A"U=AM - —
o We can write 3 = A'y, where E(4)= Bo + Bng'l’ Bg'lg —l.___

(8. n xa X,
@ ’ gl/ ) " y ) ( . )
Vs

e Since the columns of A constitute a set of orthonormal vectors, i.e. A’/A = I5. Let

X =[A’---A']'. We have = XY —~
rrarved Io IAN=1 Al Iy — 1y COV(Q)"S" ""I
I repe:trrls_hmes 5 A'y=(A'A) Ay:(XX) X'Y, =0 %

3 of replicates 71 veckor] =
where X is the model matrix and Y 1s the response vector. T o8 replicates

This shows that 3 is identical to the least squares estimate of 3.

TVl L ratay!
Lo(x"x )™= A7)
e Running a multiple linear regression with response y and predictors x; and x4, we get

By =31.0322, B} =8.636, B = —0.381.
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Tests for Linear and Quadratic Effects

}'?-fes{-"] ® : What F we use ®:Do we need

in LM linear coding : (40,50.60)=2' to worry about
guadratic cod;tg? (40* 50% 60*) = X2 “collinearity"?
Table 4: Tests for Polynomial Effects, Comp031te Experiment
consis

=N .8 J Standard
C?:( %) -l Effect Estimate Error 1 p-value
=3"(X'x) ——

linear é:—-b 8.636 1.817 4.75 0.003 |V

.3, 0 X
T[o}ég] quadratic %’0—0.381 r 1.817y —0.21 0.841 - not s'iguiﬁcant
L identical
RSS /n- L wal s.e.
(check Table3, .15 (why?)
e Further conclusion : Laser power has a significant linear (but not quadratic)

effect on strength. <~ enswer to “how different” problem

e Another question : How to predict y-value (strength) at a setting not in the
experiment (i.e., other than 40, 50, 60) ? Need to extend the concept of

linear and quadratic contrast vectors to cover a whole interval for x. This

requires building a model using polynomials.

SM.LNp-Ls Orthogonal Polynomials T

p 4
T2 1
xs:l (o} N /
T L
+ A, =L =

e For three evenly spaced levels m A, m, and m

m
define the first and second degree polynomials : P.(x) R(x)
- X', x* might have| | |
Pi(x) = A , stroﬁ collinearity c_ ’/'/ 2
=—1,0and I, forx=m—Amm+A), Gt e
1201 101
P(x) = [ ——} (=1,—2and I, forx=m—Amm+A).
«R(z) & R(X)
Therefore, P;(x) and P>(x) are extensions of the E(g’?‘_) diﬂgg MB‘ 3
linear and quadratlc contrast vectors. (Why ?) ¢ [ $orm &
ma:l:rix form of LM

e Polynomial regression model :

y =B +Bi X PL(x)/V2+ B3 x Pa(x)/ V6 +&.eEo g+BTE/E+B:§§/£

obtain regression (i.e., least squares) estimates BS = 31.03, B* = 8.636,
B; = —0.381. ( Note : BT and B; values are same as in Table 4).
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Prediction based on Polynomial Regression Model
e Fitted model:

Sunctional Sorm [e—

E(yx) = 1 =31.0322 +8.636 x P (x)/V2 )/\/5 0.381 X P>(x /\/_ <—| C

“Teanbeany x

e To predict fI, at any x = x*, plug in the x* on the right side of the regression
equation. For x = 55, because m = 50, A = 10, {model uncertainty : model

- %

might not be closeto the
55—-50 1 Clinferpob:hon ani order model guside
(4

— —_— — ! l
P (55) 10 l’ f! I la:‘:ion, ‘UDQI exp'éa @5_&
N X Jorm
P3(55) = 3 ﬁ—SO) 2 s % = (1, ROCYS, RIPW)
10 3| _4 A= 2% B
Alsg.‘ il .@
gf&";‘clvj =  31.0322+8.636(0.5/v2) — 0.381(—1.25//6)
obs. =  34.2803. can apply LM technigue
mﬂ to construct confidence
—— interval for ﬁxo\g)
Var(ZR) +WadD5riy) | oo mean reponse 4S8 iy
=32[259T(XX) é_'_.l:l $uture obs =8 27 (XX) X
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