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 (sequential) ANOVA

 anova( y~1+A+B+A:B ), A: 3 levels, B: 4 levels

1) test ω:model 1 (y~1) against Ω:model 2 (y~1+A) [dfω − dfΩ =2]

2) test ω:model 2 (y~1+A) against Ω:model 4 (y~1+A+B) [dfω − dfΩ =3]

3) test ω:model 4 (y~1+A+B) against Ω:model 5 (y~1+A+B+A:B) [dfω − dfΩ =6]



 invariant to the choice of dummy variables  since they generate same ω and Ω
 ANOVA could have different results when the order of effect sequence is 

changed, e.g., anova( y~1+B+A+A:B ):

α) test ω:model 1 (y~1) against Ω:model 3 (y~1+B) [dfω − dfΩ =3]

β) test ω:model 3 (y~1+B) against Ω:model 4 (y~1+B+A) [dfω − dfΩ =2]

χ) test ω:model 4 (y~1+B+A) against Ω:model 5 (y~1+B+A+A:B) [dfω − dfΩ =6]

 anova(y~1+A+B+A:B) and anova(y~1+B+A+A:B) will have identical results 

when orthogonality exists between the three groups of effects: span{di
A}, 

span{dj
B}, span{dij

A:B}, because in the case, RSSω − RSSΩ would equal for 

1) and β), 2) and α), 3) and χ)
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 consider the full model: 

For 1≤ i≤ k, should the term βigi be included in the final fitted model?

 (sub-)model: a model 
with a subset of all k
terms, e.g.,

{1, g1, g2},

{1, g2, g4, g5, gk}, …

 hierarchical structure
of all sub-models (see 
graph)

 p = # of terms in a 
sub-model

 # of different sub-
models=2k

 connecting line: 
model nesting

Example: 6 effects, I, Y, p, e, R, T
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Orthogonality

• Q: consider the two models:

model 1: y= β0+β1x1+ε, model 2: y= β0+β1x1 +β2x2+ε
In general,      , in the 2 models are not identical

(of course, test H0: β1=0 not identical neither)

an exception: when x1 and x2 are orthogonal E(β̂1) = β1 + (X
T

1
X1)

−1XT

1
X2β2

fitted model = model 1, 

true model = model 2

β̂
1

• Y=Xβ +ε = X1β1 + X2 β2 + ε , where β=[β1 β2]
T and X=[X1 X2] with the property 

X1
TX2=0  X1 and X2 are orthogonal

















=
















=
XX0

0XX

XXXX

XXXX
XX

2
T
2

1
T
1

2
T
21

T
2

2
T
11

T
1T

β
1

ˆ β
2

ˆ

β
1

ˆ



















−








−






−







 = 1

1

1

XX0

0XX
XX

2
T
2

1
T
1T

β
1

ˆ β
2

ˆ

• Randomization: In an exp’t, suppose that true model is Y= Xβ +Zγ+ε, but Z
cannot be measured or may not even be suspected  E(   ) =β+(XTX)−1XTZγ 

Q: what’s the best way of controlling X to make X and Z as orthogonal as possible?

β̂

• Estimation: = (X1
TX1)

-1X1
TY,        = (X2

TX2)
-1X2

TY, and      ,      independent

 note that       will be the same regardless of whether X2 is in the model or not

(and vise versa).

Q: what if only two predictors, say some xi in X1 and some xj in X2, are orthogonal?
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 Reading: Textbook, 1.4~1.6, 1.8

• Generalization.

W1

W2

1
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Some Properties of (Multivariate) Normal Distribution
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