NTHU STAT 5510, 2024 Lecture Notes

: : Recall LM L_"
Outlier Detection <o =/ Np.T-I~T-1

influential obs

e Minitab identifies two types of outliers denoted by R and X:

R:its standardized residual (y; — ;) /se(¥;) is large.
X:its X value gives large leverage (i.e., far away from majority of the X

\}alues).
m e For the mortality data, the observation with T =31.8, M = 67.3 (i.e., left
m most point in plot on LNp.2-2) is identified as both R and X.
meaney

- ¢ T e After removing this outlier and refitting the remaining data, the output is
ot given on LNp.2-11. There is still an outlier identified as X but not R. This
one (second left most point on LNp.2-2) should not be removed (Why?)i'l

————(® Residual plots on LNp.2-12 show no systematic pattern. ;fvse Wd: ﬁ‘i?:t

in n';%.gst' data |

Notes: Outliers are not discussed in the book, see standard regression texts.

Residual plots will be discussed in unit 3.
__» overall pattern «<f» unusual observations

p. 2-11
3 Regression Results after Removing the Outlier
1 o results in LNp.2-9
The regression equation is
M= -52.62 + 3.02 T
Predictor Coef SE Coef T P
Constant ~ -52.62 15.82 =3.33 0.005
T B,—)3.0152 0.3466 8.70 0.000
>2.3577 (WNp2-9) t  >6.76 (Np2-9), df -]
S = 5.93258 R-Sg = 85.3% R-Sg(adj) = 84.2%
L <2sueo(p2-9)T L 57659 (p.2-9)
Analysis of Variance
> 2599.5 (Np 2-9)
Source DF 55 l MS E P
Regression 1 2664.3 2664.3 75.70 0.000
Residual Error 13 457.5 35.2
Total 14 3121.9
_ L€ o < 3396.4(Np.2-9)
Unusual Observations
Obs T M Fit SE Fit Residual St Resid
15 34.0 52.50 49.90 4.25 2.60 0.63 X

original lbth obs

X denotes an observation whose X value gives it large leverage.
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p. 2-12

Residual Plots After Outlier Removal

Residuals versus Temperature

large
1y leverage
Géf “3
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™m>
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g;' Xi
Figure 3: Residual Plots

-10

Comments : No systematic pattern is discerned.

1. non-constant variance
2. curvature in the mean of residuals

obgective > O For mean response E(dx) =uix @ For future obs. gx p. 213
s ,"e";‘gn Predlctlon from the Breast Cancer Data Mx
wga/ys:s L @ interpolation @ extrapolation 8.

e The fitted regression model is Y = —21.79 4 2.36X, where Y denotes the

mortality rate and X denotes the temperature. ‘-Bh B

[- future obs.
e The predicted*mean of ¥ at X = x( can be obtained from the above model.

For example, prediction for the temperature of 49 is obtained by substituting

xo = 49, which gives y, = 93.85. Jxo—> Gro=Uxo+ €
° : —E Ao => Uxo= Bo+ BiXo

® The standard error of £ ,ux0 is given by Notel.It's a function
Vhf(go"'ano x X()>
T (erercise, ) R \/ N Z (xi— 2N Note2 What happens
note._ | - i=1\N N, IF Xo s away
cov(B)=6 SO From X ?
e Here xo =49, 1/N+ (¥ —x0)?/ X (x; — ¥)*> = 0.1041, and
6 = VMSE =7.54. Consequently, s.e.(fly,) = 2.432. | Note3. It converges
to zero when
N — oo
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p. 2-14

estinate .
(oo e [ CODfidence interval for mean and

x S.e(estimate)

u
prediction interval for future observation
b Yro=lix+ &

e A 95% confidence interval for the mean response uy, = Bo + B1xp at x = xg is

r—_] Bo—|—B1XQ == IN-2,0.025 X S.e.(ﬁx()).
= » estimate dx, Criticalvalue  s.e.(estimate)

e Here the 95% confidence interval for the mean mortality corresponding to a
temperature of 49 is [88.63,99.07]. E [’3‘, +Bixo-(Rot BiXo + 8)]2 e

e A 95% prediction interval for an individual observation yy, corresponding to x = xg

is Note Tt converges t0 62 when N—> 0o E(gu'g'n)T

Bo -+ 5 ! X —x0)* = Var(4;
Bo+Bixo £ tnv_20025 X g\/l . ( ) (Llxo

~ = N ¥ —®? +Vor(€)
L estimate Y, critical value l : I
S.e.(estimote) «— B~
where 1 under the square root represents 0_2 , variance of the new observation yy, .

e The 95% prediction interval for the predicted mortality of an individual
corresponding to the temperature of 49 is [76.85, 110.85]‘ becomes wider

in SLR
Multiple Linear Regression : Air Pollution Data
T more then one predictor /effect

http://lib.stat.cmu.edu/DASL/Stories/AirPollutionandMortality.html

E ma'ny COﬂCQPt/idea./formula fn MLR are St‘milar ‘EO H,ose p. 2-15

e Data collected by General Motors. % true model|
Y=3B1+X:B2+E
e Response is age-adjusted mortality. # Fitted model
1 = ‘
o Predictors: VW7 Y=X8:+E&

— Variables measuring demographic characteristics. their roles are similar
to block factors

— Variables measuring climatic characteristics.

— Variables recording pollution potential of 3 air pollutants.

e Objective : To determine whether air pollution is significantly related to

mortality. velationship
®: Why should we put demographic &, climatic
variobles in the model when we are

only interested in
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p. 2-16
Predictors

JanTemp : Mean January temperature (degrees Farenheit)

JulyTemp : Mean July temperature (degrees Farenheit)

climate

RelHum : Relative Humidity
Rain : Annual rainfall (inches)
Education : Median education

PopDensity : Population density

% NonWhite : Percentage of non whites

% WC : Percentage of white collar workers

pop : Population

pop/house : Population per household

income : Median income

HCPot : HC pollution potential

z\)le.oxspo.\l.osn%.wzve

po“u\:w\:b 13. NOxPot : Nitrous Oxide pollution potential

L1_4. SO2Pot : Sulphur Dioxide pollution potential

doda ¢ leans p. 217
Tnitial Data Analysts -— Getting Started_.l: need transformation ?

—scatter plots
— histogram
— iptive statisti
e There are 60 data points. B ?G’anph e istics

—(® Pollution variables are highly skewed, log transformation makes them

nearly symmetric. The variables HCPot, NOxPot and SO2Pot are replaced
by lo_g(HCPot), lo_g(NOxPot) and lo_g(SOZPot).

e Observation 21 (Fort Worth, TX) has two missing values, so this data point
will be discarded from the analysis. -» 5@ data points

Why ? Nofe *
nrisfp:;rzsei/ ;‘:s( % strong linear relationship
e cnse btwa 2 & Y

skewed -~ x

* skewed
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p. 2-18

......

NNNNNNNN

“rein” @
Scatter Plots | significant| |€5), why?
(LNp.2-2¢4) check %
in LNp2-15]
Figure 4: Scatter Plots of mortality against selected predictors ¥
(a) JanTemp (b) Education e N s(gmﬁcan-e
L(UVp 2-24)
o {-].g,‘mplg
—— regression:
(c) NonWhite (d) Log(NOxPot) g:: Eog Brxs

N

—

unknown parameter

p. 2-19

Fitting the Multiple Regression Equation
known function (o= 1. infercept)

L E(Yx)

e Coefficients are estimated by minimizing

P el
estimate B gx_ }Z Baxga(la -, %) + £ < functional form
|
e Underlying Model : L’E (%%) brix Form cf.
y=Bo+Bixi+Boxr+... + B +e, €~N(0,0%). Y=XB+E

A

2
S(g)= Z (yz Bo + Bixit +B2xi2+---+[3kxik)) = (y=XB)'(y —XP).
=1
e=0] = zegi=xet i 9u-
e Least Squares estimates : |y [x - Xk | il %
e i (xX'X) Xy (B o ¥+ e i e oabrin X
gn Xay - - - Ank |
#E(E)-gnfmodel correct R : :
e Variance-Covariance matrix of 3 : Y3=0 2(x'x) 1. V1 g g-g
___ depend only on %i’s s —*% I 9y 915 - 9y
(X" x)aq inner Produd: 4 Tow" one I 921 922 - 95 -
: group of observations P
of the jth &
Qth columnsg a column: one effect I G Gor o Gy
in X.
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p. 2-20

true model — X(controllable]X ] (-mal'n interest
o oo <=
Yx = :F(xl,“w'xm)l-i-g__ - —=
L E(x

System/

Output (response, y)

experimental units —»
i< Process
§= X Bj*gj(%. . %n)

d=o f

Enown, Z cee L.

base ncontrollable)

function
j € ﬂ*

T — =71® (NNt
3 7 2e( )

*'~.Q space spanned
by the columns
in X
(any vector in Q) is

of the form XB )

N

N

<j . . overall F-test P 2:21
Analysis of Variance -4 (w) Ho: Y=Bo+ £
(N) Ha: Y= Bo+ Bjgy +E

e The total variation in y, i.e., corrected total sum of squares, 14-92>
—e CTSS TSS Zl | (l.j 2)2 y'y — Ny* I‘cran be decomposed into two parts
@ysm of Variance (ANOVA)) e [ RSS under )
check ~G+8  crsst RegrSS +RSS, J{ESS under W) |
gﬁph where RSS = Residual;’m of squares = ¥ (yi — §i)* = (y — XB) (y — Xﬁ)
Llp2- RegrSS = Regression sum of squares = Y Fi— 7)? =B XTXB
= mean of §e's =8 oVA Toe . [Trev BB T3]
Source of gis>Y, 4is»x8, f*ﬂ
ariaion Degrees of Sum of Mean
Source Freedom Squares I 4- ”. Squares
regression rk m XTXB B XTXB
Iresidual ﬁ (M) (y Xp)” (y—XB) y-XB) (y—XB )/( N—k—1)—
| total N—Ltl:ﬁj y'y— Ny T - chokiskic g_é‘l
8o
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Explanatory Power of the Model
Az f‘“’u’fﬁ

2 _WRegrSS _ RSS®
® R° =< = 1— F7& measures of the proportion of variation in y

explained by the fitted model. R is called the multiple correlation coefficient.
t ST,
o Adjusted R*: cor($, Z) «check the graph in LNp.2-20
> e 1"3"'; N—1 \ RSS ,
RCZ — 1 - . S E
descreases =7

e When an additional predictor is included in the regression model, R_2 always
increases. This is not a desirable property for model selection. However, R2
may decrease if the included variable is not an informative predictor.

Usually RZ is a better measure for comparing different model fits.

@Q: When can R? reach 17 ‘ Want o h ;
A total df A 7 ave a final
Ans. Ji=4i, only when available fwa';‘,lfb l}fw Fitked model such thet
data. have no replicatests| A/ 4 1 4 of pamameters :
& # oF parometers B | | sample -df available for| [ small
= $# oS obs size  estimating 6* | | 2. RS : small

p. 223

Testing significance of coefficients : 7-Statistic
Examine whether Bj=0 when other effects Bi's (9is), i3, are still in the model
<L ). 54

e To test the null hypothesis Hy : B; = 0 against the alternative hypothesis

Hy : B, # 0 under the full model, use the test statistic | Note. collinearity
ryo= )  null model
j——— B 40 (w) Ho : g B°+ +Ba"ga-l+saﬂga+l"' +E
8|l < sd.(B) (W) Ha: §=Bo+ :: Big:+ &

1_:" 3 : taltemat(ve model ‘
e The higher the value of 140

rull dist. ,
under Ho,

e In practice, if p-value is less then o= 0.05 or 0.01, Hy 1s rejected. ti~ tﬂ-(kﬂ)

e Confidence Interval : 100(1 — )% confidence interval for 3; is given by

A 3 S s*
B] -+ tN £k+1)a X Sd(B) HO‘EJ—BJ‘
estimate  crikical value  s.d. (estimate) accep- Ba‘ - B:
o e =~ |
where ty_;_ 1,¢ is the upper o/2 point of the region. s.d( ea) B N-(k+l),-§-
dfess distribution with N — k — 1 degrees of freedom.
A

If the confidence interval for 3; does not contain 0, then Hy is rejected.
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ﬁ‘i’,‘\.p?ﬁ‘é . Analysis of Air Pollution Data .

Predictor Bjs Coef SE Coef rSd(Ba)s t test ‘i” mfwec;:.:bvea"
Bo Constant 1332.7 2917 4.57 0.000 OOOV Sml Iv +o
|—( JanTemm ] -2.3052 0.8795 -2.62 0.012% simplify the model?
2 JulyTemp -1.657 2.051 -0.81 0.424 '
Ans No. -ngeneml
3 RelHum 0.407 1.070 0.38 0.706 but OK i
—s(%) Rain 1.4436 0.5847 2.47 0.018V
—_— orulogona.( exists.
5 Educatio -9.458 9.080 -1.04 0.303 41 ty
6 PopDensi 0.004509 0.004311 1.05 0.301 . D)
—e(P) 2ionwhit 5.194 1.005 5.17  0.000¥ howéoun‘.erpm(:cf :
SWC -1.852 1.210 -1.53 0.133
8 Ifbecomes
@ pop 0.00000109 ) Jo.00000401 0.27 0.788 cnsianiFicant when
10 pop/hous -45.95 39.78 -1.16 0.254 H‘gregecbs are
Il income -0.000549 0.001309 -0.42 0.677 in el (o5
12 10gHC -53.47 35.39 -1.51 0.138 graph in LNp 2-18
L_.@ 1ogNOx 80.22 32.66 2.46 0.018V Possible reason :
1& 10gS02 —6-91 1672 —041 0681 tDI€ TCASOR :
| collinearity
S = 34.58 R-Sq = 76.7% R-Sq(adj) = 69.3% 1
K 3 l smaller 4 R:_ -
Analysis of Variance T ’+-LF:
N~(k+1)
*84F >Regression 14 173383 12384 10.36 4] 0.000
F@*%’—DResidual Error 44 52610? 1196 bmmnﬂ
Total 58 225993
T 590bs.

» formulation of hypothesis testing from the view of comparing models¢{ LM, 1 ">~
» a model space = the space spanned by columns of some X - LNp %-6~1b

» consider a large model space, Q, and a smaller model space, w, where W [] Q, «—
1.e., Wrepresents a subset/a subspace of Q. Suppose dimension (# of
parameters) of Q is p and dim(w)=¢, where p>q. > dfa=n-p,dfw=n- g

» to answer “which of the model spaces is more adequate” in statistical language

Ho 1= performthetest H;: @ v.s. H, Q\w < check examples in LNp.2-218 23—

o T AB-
33'=BS"F .......................

A~ = g S e elarge=? Sw gn.
dn - dw > Yo=Y

+ prefer W
*O small

acrvm En
_________________________________________________________________________ > gn 8“-"&3 dlﬁm

Sy Ty From Yo
e ' T (o) L prefer 0
a.special

RSS., — RSSq =
i ( e Q)_/(f N Fy ooy (under w)eoabe
N€al* 2 [[(0=D) syt F Toapn €-test
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