NTHU STAT 5410, 2022 Lecture Notes
estimation/ testing /inference insensible to . still 4@4 for error p. 10-1
ing (eg. + Qutlier, vaniakion, )\ 4 Robust regression distribution with [ight tails-

* Recall: Y=X[+¢&, usually assume error 8is Normal = ordinary least square (OLS) <—

approach best. Q: what if error not Normally distributed? J
PP - Ggss-Markov Thm Recu}lll Q.Q-plot: (LNp. 7-15~16) —> / _f- 0
* Recall: particular concern when errors not Normal = long-tailed error

— large errors are expected to appear more often |, o caus "]E'kfﬂm‘m

» OLS not necessary best when large errors exist (Q: w X? RSS =Y (yi — a] B)*
different ——y
—»( Previous approach: check and remove observations with large residuals, i.e.,

regard them as outliers, use OLS after removing them dlfﬁm]f— to detect
= not et:fectlve when there are many outliers because: OLS 2>2 d otect &
leave-out-one” nature in outlier tests remove
» not statistically efficient for the estimation of 8
treatm the appearance of la

outliers
» Two ways of handling outliers or large errors: _ypust re resswn as normal “condition in the made| |

—Ichange data, keep model [(b){keep data, change model — smallvar 62

2 with 3
. Statlstlcal modeling: Y=Xf+& where error £can be modeled as ng:::‘- ] ‘gm

T ~ - T —p
> £~ a mixture distribution, e.g., 1= {é, =T g{i-*_q,,,’jﬁf,’ 2_;33) L=

_ 2 — 2 ts (long dash), t,, (short dash),
E~TIN(0, 0°) + (17"12&5(0, c 6%), 0<1<1 and c>1 o i e tﬂ
ed=1. t.=Cauchy

> £~ 0t, distribution with a small d —_, K .
porameter—F o pdf symmetric about O fo . E’J d%getg !nd:_enst tall i
> E~a %dlstrlbutlon with median=0 i

nonparametric. approach, Infinitely many parameters

@ alternative approach: robust regression (observations are weighted unequally) - 10-2

» M-estimators: find £ to minimize % ﬂ(y T ,@/GU%%}M

= choice of p: |loss function| f;:ndar 1 is irrelevank in
- ize minimization
o PO(z) =z is OLS _@I error:£;/g ﬂ(rxz)-zlt')i;ﬂ(z)'

o O(z) = |z] is called least absolute deviations (LAD) regression
o Huber method: p(z) = z2, if |z|<c, and 2¢|z| =2, if |z|>c.
_\P It's a compromise between OLS and LAD. Ca1. 1zl 145 lE@I>S

[Q: how to pick ¢? suggestion: c/]1, 2 H-’[c= 2, zI>2e=|Eip)>26
o many other choices, such as Tukey's biweight, Hglpel,
Vi

» compute M-estimates (related to iteratively re-weighted least square, IRWLS):

w5 1° for LS with weights, estimate £ by solving (X"WX)=X" WY LNp.6-5
[o"-m = XW(Y-XP=0,ie.,Zwx; (2 x,B8)=0 forall j=1I,..
o for robust estimates, differentiating the M-estimate WLS e(s;:::;::o;r WY
criterion w.r.t. ,@ and setting to zero, we get: = (YWAREX) Xwhwhy
igi-f;[[f:‘fﬁfﬂ 5, (7%, x,3)/0) x; = 0 for all j=1,...,p obtuined m‘g&%:
M(Zgp)® 1ot = 0T X B)/0, we geth (P u)u) x; (V2 x, BF=0 KW EE0OB

= x‘l’w&w -

*(=/s) J = setw w; = P'(u;)/u;, can use WLS to estimate B (if wys/ws m)
'2@(3) = but, u; depends on the residuals 81 - /j’ T_‘sw - U ~ gl
= IRWLS e can be used to estimote S
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@ weights for various o [note: larger residuals cause ﬁ%u-hts\<wer3ht: 10-3
smaller weights in robust method] p(z)= 22— e(z\ 22 =2
o OLS: w(u)=2 is a constants all £(pYs egua (1 ghi'ed 2 ;
o LAD: w(u)=1/lu| --- note the asymptote at 0, it may |,
make a weighting approach difficult e2)=|z| > = e=)_ fl/z Zz>0 [ €9 <
o Huber: w(u)=2, if |z|<¢, and 2¢/|ul, if |z|>c. Vz,z<0
» procedure: IRWLS for M-estimator 2 robusk (whe?) estor
(1) start with any estimate of B, say OLS |of standard deviation,, -c ¢
i ° B but_pon-linear =% %““'“‘"e o5
_ (2) compute residuals &; _ f g™ is .
se(By)= |(3) compute u;, may use median |&; —median( &, )*/O 6745 to estimate O
Y compute v, = pl)l R e 3D
- (5) do WLS to get a new estimate of o 5O —
E.W.G then go to step (2) until converge pejizn __,@5" :

» resistant regression (more resistant to outliers than M-estimators):

M-estarw Jeast trimmed squares (LTS): ||°£;f,“‘eg&,| Use order statistics
0 cortioums == €W L, -~ . €l
function_find ,8 to minimize Z . |y xTB Py [l o &3(3)'5

LTS.B:

e~ = [east median of squares (LMS): find 8 to minimize median | y Y

éa

= resistant regression will do well even if a substantial 3"“ f:‘f,"‘:gé‘ﬁ'
proportion of data is “bad” (see an example in Lab)zE use of median in LMS
2. directly model median(4x)=X'B & pth-guantile(dy)= ZBo

2. for normal ercors . 27 = E(Yx) =medion(4x) & allgmme

Why not always use robust estimates? are panlle] under constant: vaniance. e
r Q: Why Y %%Inpt:ou (check graphin LNp.4-1) % —P=0.5
» if errors are (close to) normally distributed, robust estimators are less efficient

» quantile regresswn—[

rssy very little distribution theory for robust estimator: can estimate S and (possibly)
the1r standard errors, but, methodology and software for inference, such as

thod | (~Ereting enpirial cdf of esidagls
sgms testlng, 1s not easy to come by. [= may try bootstrap method] as uftm Srws

f"g » recommendation: use robust estimates as a check on OLS estimates. If they are

regre- close, use OLS theory. If not, try to find out why. = 22:;:; :nf}ust_esﬁm% in the )

* Note: robust estimators provide protection against long-tailed errors, but they cannot
overcome problems with non-constant variance or curvature in the mean of residuals.
MSE= | oLg Sasclukoe, p) 17 o unbinsed << ridge estor (biased) = overcome
Tar +Bias? condiion *—-ffmmcm ¢ bust estor (nmLhaeax) > overcome
Mﬁm ofY . hy ?

% Reading: Faraway (1% ed.), 6.4, ¢ Further reading: D&S, chapter 25 ° lﬂf
Egmd data, eg, only know Y>C.but missed ioformation

not: observe exact 4 (data m_ﬁdly_&mwp) Incomplete data—Etruncad:ed lost
often seen in [ifetime data Censored

Some values of some cases are missing. Q: When this happened, what can be done?

» find them --- may not be possible R—values unknown R
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@ > ask why the data are missing, i.e., what is the missing mechanism? p-10-5
b;’!“"‘,lgz“-z'ﬁ%lissing completely at random (MCAR): missing probabilityMif&S_SL’g"_W“ﬂﬂ' (cw)
samep ;s the same for all cases = non—infoi‘mative missing T M:i's 848 Bernoulli ( P.)
(x.Y) — .. — —
= missing at random (MAR): missing probability is |missing not
m ( ) g p y contain M X ® X @‘—-M=J_
not constant, but depends on a known mechanism, infarmatsion in | & x
'S";g . | say some observed variables T'= non-infm;mative studyi
INpS-6~7) missing if T"are included in the model not observed— ‘observe (X:. %)
= missing not at random (MNAR): missing probability ¥ [(X-Y)IM=0 ~ (X.Y)
e4.T notlis not constant, and depends on some
observed. unknown mechanism = informative missing, e.g.:

Sampled cases miss\'ng

a t - l. . . - .
s A s o —
:}{-‘o@:): ypically less likely to provide information /. , 725 = | B's=9(£:)
missi o Patients arop out a drug study more often R T ®  Nplee
missing S e T | Ox ® T x [ 1Pig =)
mechanism]  when they feel treatment is not Work ® x *x
MNAR data require special assumptions and 5 5 g":i fﬁm@

wron2 | modeling [see Little and Rubin, 2019] =t ¥x % " Pis=9(tx)
‘}IJZ. = Analyses without considering the information # | ® ® ~® J= e

istri- T

Guior] in missingness may cause biased conclusion. (XX)T.M=0 ~ (X.Y) T
on g > YIX.T.M=0 ~ YIX.T (MwithT
* some fix-up methods for non-informative missing L_(x’¢)7 M given T 55 (X.Y)L M

» approach 1: deletion, i.e., ignore and delete cases with missing value (X.Y)[M=0 % (X.Y)
= no bias but lose information. It is OK if % of missing data is small.y)x,M=03¢ Yixs,

éa

approach 2: single imputation (SI), i.e., fill-in or impute a missing value, e.g., *'*°

= replace missing value by average of predictor, [ estimate E(X): oF ﬂ:lh i pre g::rn’

often causing a bias Of‘g M"J— /?icﬁem (LNp.9-7~8) rE[Xil¥en.B.6] X, --- Xp

{ =_use a regression model to predict z, using other predictors,o-Xil Xe=n dist. 4ao—o
only consider e 8 :
- - _X-I‘Vx!*" '1‘& Ome)

= how much trouble to take in building these models?

missing . : : . imate E[Xi| X(-iy] : conditional mean
predicrs, | = may be difficult with multiple missing values ~S&-: = L2t =0
ok impaing — 0f ith predictor given the obher ones

cause some bias, but filled-in case will have lower leverage E[X %] ~EG

Q: Is inference valid after estimating the coefficients? m W"MH'GM
testing /C.1.«J o ge(B) underestmated, df=2 ~ ~ [|onthefit between X; & Xeip

atall s A SI vallie tends to be less variable than the missing value {s MI[E‘ {;:;,’_q)
Hon because the imputed value does not include the error variation. Ly hE mm

= approach 3: multiple imputation (MI), i.e., impute a missing Valuell‘.‘:xM Xa|Xi=2 dist.
m times by multiple draws from predictive distributionpXi[Xe-i) dist, 32 -\-—

Why

c

m>1?

i m.small, inferior than S1 M-generate pseudo-rangom wumbers —AX; dist:,
on la MI re-includes error variation, which reflects uncertainty about
imputed values and yields valid estimates of standard errors. E(xa) +

= MI may better mitigate bias

« predict mean<Zs predict fiture

A response ——. observation
= Let B, and s;; be the estimate and standard error of the | B(Y(X) Yix
coefficient B of x; for the jth imputed result, j =1, ..., m.|e predict & predict
- T ) ) =R 1 A_ E‘ Xi |X(-(')| XIIX(.,'.)
o The combined estimate of £ is: 3; = e Z;nzl Bij e predict E(xi) spredict Xb
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variation £

i

averagel” The combined standard errors s; of §; is given by: | hetween-imputati
(ati due to
within-imputation 550[ 1 — yariation, (
' .n_iz_nlzz:}n— 2'|‘(1+ )var(ﬁz) >

random. imputation)

p. 10-7

» approach 4: maximum likelihood method

Assuming complete data D = (D

obs7 ~“mis

), both observed and missing, are

from a family of distribution with parameters 8, say multivariate normal,

(due to & > = Cadjustment for finite (m) ingutations based on.a Byesan apprach

in LM) where var(/3;) is the (unbiased) sample variance over the imputed ,B S .

then it is possible to compute maximum likelihood estimates using: E[°C(9|D%s Duid)]
= (if available) the likelihood of @ basedon D, : |d (Ouis|Duze;B) lg;s n‘l)ﬂ: émgufe
Boi . bu
Lotegration. might ..
be d_ELﬂdtngf J £(9|DODS) —_— fD(Dobs, Dm|5 | 9) dDmIS g‘fﬂ%lﬂ-ﬂ((l&.z)
impossible £ Joint pdf/omf of complete data D =
» the EM algorithm Why> cafnpa‘:es fwn’;h E-step (E bt b
But, A i actually an i Mmﬁm)—'——

E x,|8.xci,(Xi) in LNpJ0-6

» the distribution assumption might
not be tenable

= tests, inferences, and diagnostics

’ < = £ D119, g, £(8] D Do)
are not easy to come by g

M-step (maximization):
maximize Q(6 |8, Daps) Wr.t. Q

+ Reading: Faraway (1% ed.), chapter 12; W, 5.6

Calculate

expected complete-data

loglikelih
Q(818.Das) )
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