Lecture Notes

NTHU STAT 5410, 2022
Model (variable) selection <— Recall- @ Lack-of - it (underfitting) p. 8-
* Q: what is a “model selection” problem? ® overﬁéé[ng T t-test —
F-test |49N(o,62

» consider the full model: fLeHecé (term) -
Y= 50+51i(5€1, . -;xm)+62g_g($17 oy Ty) e Br—1gk—1(21, - - ,l’m)-i-g‘_l

For 1< ¢ < k-1, should the term ,@gé be included in the final fitted model?

Example: 6:{{c?ms, LY,p,E.R T rlmodel space| » (sub-)model: a subset set of all
k-1 terms, e. ~149,+3a

- . g Y
— ¢-test — seguenkial ANOVA(2®= 64 submodels)| =T , J
(Type D) (5:3:91)@ pP=1 Y~1+T {ﬂdu}je 1 gldg}’ $~1+32* 35 43n.s

“significant” variable S l.ﬂtefcept 1, ggiﬂié—gﬂ S e

in these .

submodels|n p = # of parameters in a

Yyd1+E+T  sub-model % not include 62

P=3  a # of different sub-models = 27!

Il . .
. fg.aa. » hierarchical structure of nested
intesting] 311 sub-models (see graph) |model

p=4 »objective of model selection: select
a "best" sub-model(or some good ones)

Q: what is a good sub-model? We
y usually hope a good model to have
| &) &) &) () (=)

_ highR?2 > 0 ~ gelack
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——gs— not too many terms Fit
p=1 » terms with significant 7-tests N
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€. Q: why bother to select a best subset of all terms - Why not gust use the full model 72
»> simplicity: principle of Occam's Razor, removals- guerfitting : Var(¥) T (LNp.g:'l)
of redundant terms results in a simpler modele——may be easier to in{zgpre{: B
» unnecessary terms will cost d.f. and add noise to the estimation of other
quantities = less precise test/C.L and tend to increase the standard erro»8’ = %:
» collinearity reduction: collinearity is caused by s,‘gniﬁcm{; t-test bzcost‘@‘
having too many terms trying to do same job ins‘gniﬁcan{: ( Mﬁ‘“‘)’ becamefm)
» save cost : if model is used for prediction, can save time
and/or money by not measuring redundant terms -+ model selection is sensitive to

» preliminary steps before performing variable selection outliers & influeatial
» identify outliers and influential points --- may exclude them temporarily

y » add any terms, transformations, or (linear) combinations of
2 _| the predictors or extra predictors that seem appropriate

X
* two types of variable selection procedures: testing-based and criterion-based
« testing-based procedure |impossible to perform @ noneed to be 0057 cfecause of
if k = n (supersaburated) @ cante. say i J ut{ple

> Recall: ;['“'32 >insig tét%
., v Small»sig. . . . :
eolire ] the p-value of #-test is an index of effect significance/importancel control the
’ complexity of

arity A9 cannot simultaneously remove terms with insignificant p-values the chasor. medel

backward elimination: (1) start with full model (all terms); (2) eliminate the
check ' 4oy with the largest p-value greater than “a-to-remove" preset valueg-

groph
g (3) refit the model and go to step (2);  (4) stop when all p-values < g-to-remove
4
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p- 9-3

« forward selections: (1) start with no terms in the model (yL1);
check] (2) For terms not in the model, check their p-values if they are added to the model.
3'“”" Add the term with the smallest p-value less than “Q-to-enter" preset valueg~————

iy (3) refit the model and go to step (2); (4) stop when all the p-values > a-to-enter

control the complexity of: the chasen model — Say.0.15~ 0.2 _ravoid stop too Scon.
stepwise regression: a combination of forward and backward and there are several

check) Vvariations on exactly how this is done. Roughly speaking, at any step, it can
3'?}:" (1) select a new term, according to “a-to-enter", or (2) remove a term from model,
W according to “a-to-remove", or (3) s topq- usually suggest o-to-enter < d-to- remove

oo remvg;‘a-to -enter. o avoid infinite loop.
» drawbacks:

= May miss optlmal" model because of its "one-at-a-time" adding/droppingtL
—® a-values (a-to-enter and a-to-remove) should not be treated E.g-;ln{:heexamph
n

,','&",?;ﬂf" too literally: beca%use. of multiple testing 0(.:curring B might || LNp 9-1, if
as¢he |w removal of less significant terms tends to increase thgchange & R &T have strong
il significance of the remaining terms = may lead to@2 RSST Collinearity , ater
= 6 =—._ || Tisinduded. it

overstate the importance of the remaining terms n-P1 might be very

The procedure 1s not directly linked to final objectives of hard to explore
physical regression, such as prediction or interpretation. It's only |submodels cordwng R.
Significance The ]
"  based on statistical significance of testing in its selection P""‘ed"“'e may only

search part of the
model space.

. for prediction purpose, testing-based procedure
tends to pick smaller models than desired

« criterion-based procedure (k: # of all parameters, including interceptie= but not 62 ™4

p: # of parameters in a sub-model; m,: a sub-model with p parameters): ¢ iterion
Mp => £(mp)
€ model space

arg 2% <oy
> # of all possible sub-models=2*"! = if k is large, computation may be ,gn;"“l"- §(ms)

too expensive, clever algorithm like "branch-and-bound! method can avoid it
S > adjusted R’ (denoted by R ?) criterion: for a sub-model m, - or stepuise search
fnm R?=1- (RSS/TSS): not good, adding terms always increase R’
omnllol] R,2 = 1- {[RSSK(n- p)V[TSS/(n- )]} = 1- [(n- D(n- p)I(1- R = 1- |62, /52
d=1 [T will only increase when a term has some value - $ame forall mp's ?

» pick a criterion for judging the worth of a sub-model, consider
all possible sub-models and pick those with best values of the criterion

= larger R 2 is better [notice the connection between R 2 and Gm ] d~1
» PRESS (Predicted REsidual Sum of Square) crlterlonl——Ra T 3,“,
PRESS = 2, &, where ﬂ are non-standardized jacknife residuals
entopy 2" smaller value of PRESS is better L— similar 2 <Sinilar 2, T | For predicion.. tend o |
information|s more expensive computation than R 2 prefer more effects
» tends to pick bigger models (= may / be desirable for prediction purposeﬁj

Akaike Information Criterion (AIC) and Bayes Information Criterion (BIC)

AIC = —2(maximized log-likelihood) + 2 p usually
substitube MLE] —— = ‘
L—-‘—\ BIC = - 2(maximized log-likelihood) + log(n) p logry>2 (Lo 4-9
nte— g

for linear model, - 2(maximized log-likelihood) = n log(RSS,/n) + consta
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s = smaller value of AIC or BIC is better P95

» get a balance between model fit and model size: BIC penalizes larger models
more heavily than AIC = BIC tends to prefer smaller models (62, —s 62

» Mallow's C : statistics: MSE of prediction, ,~ from unknown , XBry > E)
A 2 A L) J p A 2 'np use ‘\‘:he ﬁ‘umm-l-
E(6-8) = Var(6)+ Bias(é) (I/F) Z, E[ Vi~ %@2 ] (Recall. pure-error estimate
would be a good criterion, which can be estimated by: _in test for lack-of - fit

~N ~N 2 .,
§L=‘&M=E(%mi+2p-n) —e C, = RSS,,/ G, +2p — n, (W they are same for all a5 |
where @ estimated from the model with all terms (full model)
and RSS,,, is obtained from a sub-model m, £;MsE(4)= EllHY- XBasl* = EllHi(xBz+£)- xB=

= cheap to compute Hi hat matvix = Ell-(I-H)XBe +HiEl’= Pof + I(1-HIX F||:
closely related to R 2 and AIC, BIC A ZE(%):fgel;ic%,ﬂ?IEjgf):gf&nz el

» under full model: R*SS@,, modely = (N=K)Onu, 80 C; =k fOlf flillamogel R

= for sub-models that fit: E(RSS,,,) = (n=p) &, so C, =p#l if Osull X Omp 6 cthen
i.e., C, close to p implies the sub-model fits Co= (—n'ﬁ);c—ﬁ"-'wzp-n: p

« for sub-models that do'not fit: E(RSSm,) >> (n=p)# and C, >>p !

= it's usual to plot C, against p. Models with small p different from
and C, around the C,=p line or less than p are desirable %) other criteria

in punishment term
h@ Note: C,, R 2, AIC, BIC all trade-off fit in terms of RSSy, against complexity

= we prefer models with smaller RSSyn, and smaller p; however, RSSy, 4 as p1

p. 9-6

« ambiguity about the best model is possible. When several candidate models exist:

cm&f;m(%zcheck if models make similar predictions? if yes, can make decision on the
I . . . .
cansistert: Dasis of cost; if no, do not pick one model arbitrary. Report a range of models.

pattern
in interpretations qualitatively similar? if not, avoid strong conclusion and r
Momlusimreport. a range of models ¢— . ' These criteria make sense from the
level 0608 examine which has the best diagnostics | statiskical perspective. However, -H)ey
(LNp \-12) ,
- Notes: f‘ﬂ' ', collinearity. may not make sense From the pPhysicol
+—® terms not in final model can still be correlated with the response perspeckive
arliXplz] (Note. These critera

tmengdel: = not to say they are unrelated to the response;

~ d L ‘
M@d&éﬂ: better to say they provide no additional explanatory effect k;offdu% j:dearm

Y~Xa beyond those terms included in final model (pan optimization such knoudedae ,

> It's important to keep in mind that model selection should Some mg's might
not be divorced from the underlying purpose of investigation—
Ivoree | ying purp g 2| be preferred +han
> automatic variable selection are not guaranteed to be L@ others.
consistent with your goals. Use these methods as a guide only.can put !ﬂﬂ'ﬁés on m!'g

» these methods do not consider the natural hierarchy in some models: For
example, in polynomial model, higher-order terms (such as x,°, x,?, x,x,) should
be considered only when corresponding lower-order terms (such as x; and x,)
have been included in the model => not all sub-models are candidate modelse—

% Reading: Faraway (1% ed.), chapter 8; W, 10.2, 10.3, 10.4 ¢ Further reading: D&S, chapter 15
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