NTHU STAT 5410, 2022 Lecture Notes

p. 79

> unfortunately, in real data set, it’s rare the pattern is so clear _
(Q: what will you conclude from the residual plot on the right?) ——

» in models with many terms or models with complex non-linear
mean structure, cannot necessarily associate shapes in a residual |«

plot with a particular problem with the assumptions, e.g.,
(%1-2) true model:  E(Y)=|x,|/[2+(1.5+x,)*] with constant varianca
l@ fitted model: E(Y)=GBx,+Bor,— approximate

* possible remedies for unsatisfactory residual plots

unsatisfactory plot residuals against ...

residual plot P X, time order

non-constant || 1. weighted least square | 1. weighted least square | weighted

variance 2. transform ye— | 2. transform y least square

curvature in 1. add extra term :;Hf:se:t 1. add extra term of x; add term of

mean structure |2. transform ye— phy 2. transform y time in model

<> Readmg F, 4.1.1 +* Further reading: D&S, 2.5 '-’Charge current model. ”

l= E o (YT overall /24|
0 o @ (Wp-2)» Non-constant variancee— trern

* if not sure, plot absolute values of residuals against J, x,’s, time order BW’-S BG‘-Sj
» when non-constant variance exists, Bows will be more variable than the best estimate
( Bos unbiased but not BLUE) and 6 wrong (= test and C.I. inaccurate)

« It’s better try to understand the cause of non-constant variance before 4 l % é‘l‘ 25
l"X g

taking any remedies, e.g., (1) larger response have more “room” to vary.

(2) response constrained to lie between a maximum and a minimum,
(3} response from Poisson distribution or binomial distribution, . @ {———‘
ata. )

= dlscovermg reasons to support the remedies you are going to take 6oz m
Ll
8

* remedies for non-constant Varlance(DYX“P(”X) E(%s) Vw{m*“"‘@.‘,
» weighted least squares @ Ye~Binln, ), E(Yx)=npy Var(id=nf(1-Py) — &

» need weighting information (may from plotting residual vs. x;) or
= model the form of ¥ and using IRWLS< check LNp 6-5 Le( 6,(«-»)(,()‘{*'
transform ¥ (may use information from plotting residual vs. J){Gx«> Uy~ fanctwn
= idea: find a transformation 4 such that var(A(y,)) is a constant, (Q: how? Hint:
variance | O-method) Mx over Uy
stablizi _7.'&
¢ YKL iy yph EG) 0~ Eo)H EG) = var(h() = = YOl B)P=
[ Taylor expaasion Mx —a
= = hope var(4(y)) to be a constant ¢ = h (E(y ) D 1/2 Var(y ))1/2
€ I@g € ;‘ g - Q(Ux) Ux d
LJ‘:? L h(E(y)) 1/ var(y))? d(E(y))= SJ——Q(HL‘J s, Jg(ux)
gzt QO=t g7 Gl e Melis T

o Example 1: Var(y )D[E(yg = suggest h(y) = log(y) F(#)= I = dt =Ia(t)

Jt)= £~ O pe xS
X(Cg"’lls) o Example 2: var(y,)JE(y,) = suggest h(y) =y'? R¢)= JJ— ot x t12

12 2
® Note: in residual plot, tend to see [var(y,)]"“ rather than var(y,) (example?) N

made by S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 5410, 2022 Lecture Notes

@ = practical problems: p- 711
o 1f y<0, for some i, square root or log transformations fail = can do
transformation on yitd, where d is some small amount s.t. y+d>0 for all /
o transformation may make interpretation dlfﬁcult-[ interpretation of B’ (unit-= 7)

le of P interpretation of

« example of transformations e iser (205). Agpied Liear Regresion, Sek83.1
sqrt(y,) var(y;) U E(yl.)?- useful for count data from Poisson distribution
log(y;) var(y;) O [E(y)]2 very common, good candidate if the range of ¥

\'d lg tatio is large is very broad , say y‘g.'s value ranges from
p&?"# -dﬂh‘-—"og(ﬁg\ Cx/ux=aconstant| (FFeient] 10 to 10%.10%

1/y; (‘t’ var(y,) I] E(y,)]& appropriate when responses are 4 most \m

£ j C3er=t t |most|| “bunched” near zero, but, in 3k
i g Rity= f v dt datafi T arkedly decreasing numbers, © 3
3 Y g > heavy-tailed dist

v g dt°¢ t! large responses do occur (- 7 )
sin” '(sqrt(y;)) | var(y;) O E(y,)(1- E(y;)) | for binomial proportions s
Cawr=ta-t) t f‘“‘f&'ﬁ"&" dt

» do nothing = because (1) Bos is still unbiased, although not BLUE; (ii) tests and
C.I. inaccurate, but bootstrap may be used to get more accurate results
» use generalized linear model (e.g., P01ss0n/b1nom1al y = var(y, ) function of E(y,))

11
» formal test for non-constant variance Az : I =t = I& L Sing
w & MR
» regressing absolute residuals on y or xk slope >0 z S'ope=0:>

€ > data with replication => can estimate variances of distinct x;’s 4 %I i P- 712
and test their homogeneity (see D&S, 2.2) rrade

£ Ho: 6= A= =2, + Bartlett's test a4 i1
- Xg R “ a2, 6.9
> data without replication = assign variance a model, test whether (Real. Sa. in Lio.6°7)

ters in the model equal Weinbere (3005), 832) 24 G2 =§--ep(A2)
parameters in the model equal zero (see Wein erg (2005), ) e

IS X324

»

» formal test may be good at detecting a partlcular kind of non- constant variance A2 0
(depending on the alternative hypothesm) but always do the residual plots

% Reading: Faraway (2005, I*ed), 4.1.1 Further reading: D&S, 2.2, 13.6%«: HHO VZIIH'
0 1=
i . veral ssible model
[@ (p.2}> Curvature in the mean of residuals« omera'!n Posst s

» related to the concept of lack-of-fit (tests for lack-of-fit can be used if possible), i.e.,

the current model, E(Y) é may need to be modified for achieving better fitting
Weisberg (2005), Sec8.2 too simple ¢
é_ s1mple test for curvature: test whether a plot of residuals versus a ax®bXs €

quantity U (e.g., J or x;’s) is a null plot or has curvature %W — X
= refit the original mean structure with an additional term U? added ‘ I] x? E
) ¢

— significant ¢-test for U? suggests curvature (be aware of

collinearity between U? and other terms in original mean structure) 0

2
* Q: how to identify why the non-linearity happened? high cor(x.%*) —» x

> plot residuals against J = can tell you whether = <a% r‘;‘sﬁiﬂ—ﬂ'@—ftﬂ;‘ﬁe Y 4
some problems exist, but cannot tell you why collinearity (fieture lecture)
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39~ possible variables/effects to be added  ©73
> plot residuals against x,’s or y against x,’s = may tell you why inko model matrix X

this problem happened, but in multivariate regression there may eg. cor(Xx, Xg)=1
exist correlation between predictors, then it’s difficult to find why X; already appears

‘ iftdded variable (partial regression) plots Ev (%) ‘E;Ex,‘ ‘€ in H'Q?idxﬂ:dm X.
F. alfed = recall: E cor(e xx)a o
model: x

Voxgy | > Y MBI X Lt £~ X+ HX, B NI H,>X2/32+ E‘_’]
B 3 1. regress ¥ on all predictors exceptx = get residuals &y (x)
2. regress x; on all predictors except x, = get residuals £

the estimated
coefficient
of X when
gt | o &, (x,) : part of ¥ not explained by all predictors except)_ck X is included
btw X & . . . = | in model matrix
x. - part of x; not explained by all predictors except x,
3. plot &y(xy) versus €, pFitsimpl Iinearmgressionr ()= Lot B ng+£

» the slope of a fitted liné to the added variable plot is B kT_j—/-—

and intercept=0 (the line passes (0, 0 e B
» a strong relationship between the plotted quantities -f X\ contains
Fitlkdmdel:|  corresponds to a strong adjusted relationship between y and Xy mbercept
YekigoXafa) can be used to check if new predictors should be 1ncluded slpe 5""”
> Fitted linear line (Note: Eixd: €
> partial residual plots™ gipe & pacs (£, B

j. plot & *J X, _Versus x; = same mterpretatlon as added Varlable plot

y - = lecture
Y= Z.J.ikﬁjxf + 2 Fkﬁjxj g—i—ﬁkxk cmﬁéeho%(ﬁgmg )

« remedies for curvature = adjust the mean structure, E(¥)=Xf, for better fitting " i

» many many modeling techniques in addition to linear regression can be gdgzl;iivi A
%’ébadopted (GLM, additive model, nonparametric regression, ACE, AVAS, |stabiliza-

regression trees, regression spline, MARS) w:: altemahr? th;o:&
TR St1
» add more (polynomial or cross product) terms ;ﬁs‘m ﬂ%n Trbshvmm
interaction c-

* may identify required terms from residual plot, added variable
plot, or partial residual plot (polynomial model will be

introduced in further lecture) ';mm modE e: usﬂ
» transformation of response or predictors. idea behind the approach: X8
(1) a statistical model is a local approximation of to approtimate
the underlying system j e rela;? L":"&n
(i1) when the mean structure of the underlying system is non- Yye—s 2
linear and complex, a linear approximation over a relatively >
— *wide range of X may be inadequate (e.g., El_oﬁL..]

aﬁgﬁwi ;«’f‘m r | BV =Axfap)e log(E(Y)) = log(Bo)+ P1log( ) + Balog (>)
ii1)we sometimes can find suitable transformations of data that
will permit a non-linear model to be bur approximated
(after transformation) by a linear one (e.g. \—use fewer

terms |a model with
E(log(Y)) = log(B)+5; 10g(x1)+,32 108(X2 only a few terms
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Z-4 " SOMEe transformation non-linear model p- 713
_Zuus Cxamples: log(y) log(x) E(y) = a [ x
Ca log(y) X E(y) = o exp(ZBx;)
= HES) [y log(x) E(y) = o + 2 B, log(x)
m?;.:;’ > 1y /% E(y) = Ula + = (B/x))]
§ z.-u,) 1y X E(y)=1/(a+Z Bjxj)
S =
=§(za-lh) J£ y 1/x E(y) = a + X B, (1/x))

> (2:-) /' There exists numerical method for finding a suitable transformation
=(22- u.;) ' to improve the fit and/or remedy non-constant variance (e.g., Box-

 Cox transformation, future lectures) m&"‘“’ )
< Reading: F, 4.3,7.2.4 ¢ Further reading: D&S, 8.2 zm T
(gontile v gofle  yarious plots and tests for dlagnostlcs

* Q-Q plot 2. Z(m <each probability ¥
> Q: we often see the statement “z,, z,, “are 1.i.d. from a cdf
F”’, how to examine if F'is an a ppfroprlat dlStI'lbutIOIl assumption (7
for z;’s? (Hint: examine the similarity btw cdf and empirical cdf)
> normal (probability) plot: assessing normality assumption of & U
(Note: tests and C.I. depend on normality assumption)
1. sort the data £, <&, <—<&, E-N0,(1-H)6?)if E~Nig,6%1) [V
2. plot &, against @(i/(n+1)), where @ is the cdf of N(0, 1)

ROC curve

= Qr &

F<,.+.) ﬁ

» [fthe residuals are normally distributed, an approximately(c¢ m ( ) &
straight-line relationship will be observed (null plot}——r~ el
@cmmal pdf, o0 -normality: long-tail, short-tail, asymmetrlcrteﬂd b¢;gmmte jﬂaf? p. 728
’ resi
A o worst case 1s long- tall mild non-normality , cau :e?rfove :,u‘i/,:,s

can safely be ignored; the larger the sample _then plot again
ﬁ,@ size, the less troublesome the non-normalitye{Why? CLT forg "~ null plot_
[m] B

for long-tail, (1) use test based on other distributions, or

ol pof bootstrap, or permutation tests (i1) for estimation, use robust
sewed  methods (e.g., least absolute deviation instead of least square)

. long tail
o asymmetric, transform ¥ (e.g., Box-Cox method) :
ggnggal o short-tail can be reasonably ignored .
»> formal tests exists (such as Kolmogorov-Smirnov
test), but not as flexible as the Q-Q plot asymmetric short tail

> normal plot can be applied to identify extreme values (e.g., in residuals;® outliers
m leverages, Cook’s statistics, ...): in the case, not interested in a straight line m
elatlonshlp but rather looklng for points that depart from the trazght lzneW l

« half-normal plot - absolute values cdf of No.1)
1. sort the absolute data 1€, 5|€].,==[é], * ’i

2. plot €], against @((n+i)/(2n+1))e— \‘IEI{:
» usually used to identify “extreme” values L 05 of | th
» can be used to examine residuals, leverages, where ’
Cook’s statistics, treatment effects (especially | X ~N(o.1)

for experimental data without replicates) ‘[Iﬁ.,l's
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« diagnostic of correlated errors when a time order is available AR(1): ¢ ~X f"éj"
> plot & agaigst tirfle log2,l0g3, < lag1 —:l X ,\1[2 = —
» plot ¢,,; against &;, when i related to time u & 3 54 oo Epu En N
» use formal tests like the Durbin-Watson or runs test t- +2 ta tu » {;; : ?,T_m.e
a = 4 e 1t - 2
3(&:-E:- 2 n 42 bty X oot
. z‘.‘;' ) Infurmo.hon of & Sl a ally Space
+3 E2 DW = S e "' a correlabion matrix of &3(‘/5'5)
-23 &8 =5 Bock- [“%E €2 €3 €y -
“ 0<DW<4 em "“‘3""" & 1 ﬂ
(orrelahmi £
= positively correlated = DW - 0 GV €; |matrix ’
= negatively correlated = DWW - 4 ' (Up 6N

under null (i.e., correlation=0) = DW=2

null distribution depends on X <— € (I-H)E and
E~N(2,6'1)

under null.
% Further reading: D&S, 2.4, 2.7, chapter 7

» use GLS when you have correlated errors
+ Reading: F, 4.1.2,4.1.3

g‘: 8=COT(€;..,§£)31 g': z-' Coﬂé-'dgé)z -1 “32 x"
o gomer of e
(0.0) " 0.0 x n “#2_ X"
' ?7 -> ':-l El:'l
s : °
— —

Eqn ‘_\)/

1slal>Ix1>101> -

cor ¥ ao time dura'honT
Tst <
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