Lecture Notes

Diagnostics —>Something wrong in your madeling? p. 7
| . . . A . - .
tregresszon diagnostics: check model assumptions to suggest further improvement

after fitting. The building of an empirical model is an iterative process. During the
process, it is required to check whether the current fitted model is consistent with data.
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* QQ: what assumptions needed to be checked? prediction |z |overall
Inberpreting 1" iz | lisk! | pattern
L LNp7-2 model: Y=Xf+¢& €0ON(0, &?/)

@~ > error structure: errors independent, equal variance, normally distributed

@~ > mean structure: whether E(Y)=Xpis a WMn’y under-frtting or not

> unusual observations: whether some observations do not fit the model-s indi i '{ [
* two types of diagnostic techniques: numerical and graphical pareern

— A A
[gﬁ:l g:eggg surrogafe of €| wResidual 7=Y*E @‘ng jfraomoégft j{mci)m
» recall (residuals) *» "prediction” of .%._ b= : — im(E =P
o ediction: ¥ ——4— LY. < Bt =0 (wHh inforcest)
prediction: ¥ =X(X"X)y 'X"Y=HY, H:hatmatrix | z
. A A ——
» residuals: & =Y - Y= (- H)Y: (I- HXB+I- H)eZ (I- H)¢
(Note: errors and residuals are different. Q: what difference? H
>Cvar( &)=var((I- H)&)= (I- H*F=(I- )& = &6* [l-H'f I-Haz ,'Hj" ] =[Hij]
Fhvar(€):62l “E*[-H)EST(1-HT] S -Hig * 1=Hon
t —r[cov('B‘):(g)_()_'_'d2

=> even though £1is uncorrelated and equal variance, & may be no 8 ¢
velative variance and conrelation cov(Y)=H6

(Note: H depends on X only}—" o2 &~ are known pefore observing Y in DOE

. > residuals are useful for detecting lack of fit and checking model assumptions
N =2 2 S
examine ' £ & %'%a:dctecbg

%:Ef.ﬁro

(Q: Why residuals can do the works? _
@—Y=XB+g-VHé, WO ——
I @ true:Y = X, 5, +|X2:82,+ EF |(X1:81 + i@ﬁé),"'(.(l_Hl)Xz_ﬁ_zf £)= YXI Ty,
ajf_’:ﬁ > Sitted : Y= X8+ 8*——] Leverage ~ X[ 81+ (xx)'X'XaBa ] - check LMp5-9
_* leverage: 2, =H; (Note 1. var( &)=(1- hE-)O’2 . Note 2. £, is known before observing ¥)
(29;?5) x; whose 7, s large % \f&l?(él-) small %™ fitted model has to force to fit close to Vi q]
: %’,’_ x; whose 7, is small = var(€,) large = in this x,, model cannot fit so well %o
» h; roughly determines how close (x;, y,) to the regression surface (i.e., (x;, Vi)
p A

> observations with large h/'s should be paid more attention. (Q: why?)
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Q: why x; with
e = large leverage
- x.§ . has stronger

S Xi with large leverage -3 influence on fit?

_/;Zi with small leverage |-
» for linear model with an intercept, its fitted model must pass the point (x, y
L ! 'Ln' 7' e izt
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Ey) = Bo+ Zﬂz% — (50 + Zﬂ@z) + Zﬂz(l’z —Z;) = ﬂ(l)’_’_ Zﬂz Ti—Ti) . Ap.))
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% fo= (y) =7+ p}:l Bi(zi —z) | Qi why is it called leverage?—

=

made by S.-W. Cheng (NTHU, Taiwan)



