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* Q: what’s a conservative conclusion when #, is accepted? X ﬁ = Y & o= )‘@I
the

= may not conclude Xfis the true model. We may say the true E(¥) = XfBon

observed data points Leg. over- f‘&“’g ;“"7 mll,s 1naddition, R, Yer % )
* Q: can the procedure be modified to test overfitting? O] gj‘:ef‘:t F ftht for
over-Sitting = high R* v 9, RSS small< b Inprincigle, Yes , i its | mod:.l zz:‘ ctf:,':ce
Note that fitting is not everything ﬁﬁb‘%’ ibt“ Iw!g se:{ @ cross - validation
> it often possible to fit data perfectly by [Seems good. But., m’fvmnl methods like

introducing more effects/predictors VE“ : (¥) g-gfhg.::ons(?;ﬁ‘a%m ysis (Wp-8)

»for data without replication, you can fit a model with R’=1 and zero 0’ <« V=Y

»a very complex model can fit data perfectly (even exactly), but ... |do not sepeﬁ:’ate
tsel% ’@—EJM

Why is thisl= may have no explanation (may learn nothing beyond the data itself
’me Jer |® prediction unstable-» For ¥ . overﬁl:bmg Vart bias! , underﬁfhng (;h,-:cpﬁ)
testng. | (e.g, on region without data points, MSE=Var+Bias?) Vard biasT \inNp7

L@ Q: what is the source of variation in your data? (Xfand &)=~ Recall. @2 .[ P& var
what ¢ is estimated (i.e., what is the source of variation in £)? example: ' 3f4#var

= replication generated from different units vs.
repeated measures of same unit - repeatability : Variotion under same condition

ed by different; opesabors,
= repeatability vs. reproducibility in = reproducibiltby : Variation caus by ai it

measurement system analysis * Mof J__g& B

distinct Z&S-’
% Reading: Faraway (2005, 1ted.), 6.3 < Futher reading: D&S 2.112) fQ—PllCGtCS-’Sl?U
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