NTHU STAT 5410, 2022

Lecture Notes

point estimation » 51

Confidence intervals and regions estimation —{ [ | Jeagion, estimation

* Q: Why need interval/region estimation? What more information can it

provide compared to point estimation?

8 : a random variable

e.g., estimate of 8 = 3.5, but accept H,: f=0. How to give such result l

an explanation? Why point estimation cause such confusing?

* An interval/region estimation provides about 95% of i 1’_“%0!‘1‘-
> plausible values for parameter these C.1's s
. : cover Al yoJi ) ——_———
? uncertainty in parameter estimator S ——
canuse| . report § & se(8) ¢~ both informakion are contnined/ C
Clorly | i its leng mbined, i e —
> information about its length and ~ | €o in C.T. an ——a——
the values it covers may be helpful [4°cT offers more (¥ (160) ———be
(2 information related to testing information than |
» meaning of 100(1- )% confidence interval _%EQ_— T (test statistic)
or region, €.g., 95% confidence interval e CQHfIdenlce
duality of interval/region estimation and hypothesis test: based on
For a 100(1- 0)% confidence region, any point & that X — .
lies within the region represents a null hypothesis that b
would not be rejected at the 1000% significance level acceptance | |}
. . e, region of !
while every point @ outside represents a null Hf: =g vs.| deFinedby
hypothesis that would be rejected. H,: 626 ;Lv:rf;'
p- 5-2

« Model: Y= X+ & €0N(0, c°]); q OLS estimator = A DN(,B (XTX)'g?)

(XTYY'XTY.

LNp ¢-3

» Confidence reglon for A,B where A is a full rank dxp matrix and d<p

parameters® C = (Cy,---,€d)" = (N6) i LNpl-3
1AT02) g

ABLN(AB. A(XTX)
LNp.¢-3 of full rank (n—p) 6°/ 0% O )%,
and they are independent. _ERSS/(n -p)

, [(AB-APTAXTX) A" AP)/o20x J
(N1) in J Udsdmatrix E@i"{ﬂ

%a/d
Xa-p/(n-p)

B &80 indep.(Up4-4) f Bty P [(AB-ABTTAXTX) | AT (AB-AB) /| (d 67 OF,,,

¢ Cé-o

. tesf: The regions are often elhpsmdally shaped (Q _1‘7)-—; guadratic Jorm.:

« Examples:  [the overall F-testle—
> confidence region for B, i.e, A=I,,

B-P"XX(B-P<@F?) Fppep®
(Q: What’s the confidence region for all effects?

» 100(1- a)% confidence region of AS: collection of AB’s (or f) that satisf
significance level—y AB=Co
general form | [(AS3- A,B)T[A(XTX) TAT V(A B- Aﬂ)] / (d 0'2) <F;,,.\“ "-_:': AB*C

o M:nxn symmetric matrix
M= [5-3]P
M z'[,, 24
=Z_'l=l4b —ZZL T’;s

v’-lu;lo—l;- ey
-( 0,---,0,1,0,---,0,0,0,---,0 M’s:aveszm i-def
confidence region of £, B, i.e, A = 00000100 l po i-de5.
Ol (B Joowst oot - ’*—@E’ 3 ()" =
test & paic [es] [35] [<m= wxr;,] NE
of effects | " u @ :

[(AB-ABTAXTXY" AT (AB-AB)] 1=@2J

41 >
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. , XTX) XX
ZE(@’L)NN<< §%>,0-2< ( p )2_11 ( . ) ))EN(M7022)D ZZA(XTX)_IAT
bi . (XTX);," (X X) [ contour plot in LNp.4-E }—
confidence region of § and B;: {y | (Z — ) IE"HZ - p) < ¢} forsome ¢ [cE]

: : th
= example: confidence region and intervals of @pﬁ and gzﬁ &

oQ1: why the straight lines not tangential to the ellipse? ©

l1—a = P{(Bpis,Pprs) € C. Region}) 'y
= P({(Bp15,ﬂp75) c C.I.p15 X R}) C‘BI-*.D\' Qaf‘“'
= P({(/Bp1576p75) e R x C.I.p75}) PS >

aQ2: what can you say, based on the plot, about the e

results of testing H,':f3,5=0, Hy*: ,6;,75 =0, and
:5;;15— ,75=07? Ao Ha: reject, H3:accept, H3: re;ect

3: where will be the point (0,0) located if the data accept H,!, H,2, reject H3?
DQi where p (0,0) e aceept H, ', 11 ﬁ_ 0

how to explain the result if (0,0) falls in other regions? (exercise) -(;Tx)"}_i
n(Q4: what is the correlation between BD15 and 6,)75‘7 how will the e | JORY (%Y
shape of ellipse change when the correlation becomes larger or smaller? C 3-8

T Np Y5
oQ5: can you see why the situation in Q3 will happen more c'{g;,. LgNt%:h ﬁg 8:.bh
Y a,,
frequently when the correlation between 5p15 and B,,75 gets larger? | with stong
E-—NP,#‘S. A N co[/uw.a.rul'y

the confidence region? why situation in Q3 less possible to occur?

—»0Q6: if Bp15 and Bp7s are uncorrelated, what would be the shape of _H_

- . 5-4
onﬁdence interval for g, i.e, A=(0....,0,1,0,...,0) "
test . . ivalent
one offect)| (B-BRIXTX)"; S 62F,, @ = 7 [} —,8)/(0,/( ’X) 1”-)\ <t, (@2 E
alternative method: take Sgure root on both sides

@ B~ N(B, oA XTX).), @ (n—p) G 2/ 02 0 x2,_,, and @ they are independent

(o/2)

sy = :»lm—ﬁ.)/(am)lﬁii ESI 1 oo+

- ’ center critica
N(o.1) ~ _eJ—xfx) /jw /e~ Xa. of C.1. | [ value se(B"
» confidence 1nterval for prediction of mean response at ¢, (Wp4-4)=> %'B>A=2g

@E Soa)
T, B- z,"B h N(0, (a:OT(XT X) 'z,)0?) :>l (z,8 —a:OT,@/(J\/ z, (X' X)" J lDt

estimate -
s 1l x e x(Ola 0N | [TREE
o C.T. p—{esEimake of zgji] Cuure echre)

» Q: for a given dataset and @, the length of the C. I is related to z, only. What z,

will cause a wider C.1.? Ans: z, that is away from the “center” of X ({shape decided
]A'_—‘J_ by X

check INp3-1, projection =/
» interpolation and extrapolation yiew olﬁpss_'ﬁaﬁg " i

J T interpolation: z, lie “within the range” of X

(9} +7F le—@extrapolation: x, lie “outside the range” of X

(Q: fitted model still hold outside the range?) {Sot=de the
v quantitative x, and qualitative x,, range of X|
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» Example: 95% pointwise confidence band for 87
prediction of mean responses (model: y=4+fz+¢) =

- Ql: why the confidence intervals get wider o -
1| | when we move away from the range of data?
>Ans: wider C.I.<= & cause it

""Ans fl&ad mml ma-y ldppébﬂmatj thz':rue mde‘ g. __'_ !IIH\H '!% : ) ‘I
ly of wro ou don't have an o \ mge < 6 8 Apio
f rma:lnon. o.bou{:nrs{:y ¢ 4 - of 1~
wider CI.

o Q2: what's the danger of extrapolation?

jod = less accurate inference
' fl o Q3: does the widening reflect the possibility that the mean No Fecmse the

pointfiise]  structure of the model may change outside the range?s{= 1010 band is constructed
c:md "1 o Q4: does the plot represent a simultaneous “;:“'. the “‘;""l"?:w;‘::
confidence band for all prediction of mean response?—l gbfﬁfdtml::f_x

» C.I for prediction of future observation at z, No. S.C.Bwill be wider

E‘v> af~ (@B 9 P N, oy XX) 1) L[:"'thm PC.

=S L ajp 2 [0 L, X200 w) se(%8-€)
(MM) |estimate oF Sp]..__T (not r!dehen nt}

> a general form for confidence interval:<check the C.I. for B.:'s, prediction , ---
estimate = (critical value) x (standard error of estimate)j

% Reading: Faraway (2005, 1sted.), 3.4,3.5 C.I.: QCO'nbi,nafion of 6 & Se(a) :
¢ Futher reading: D&S, 5.3,54, 5.5

no plan . o obiect | ¥¥population P58

with a sampl Mg plan Sampling model or o.:u.n.tl: S

 experimental data vs. observational data ®07 T

(lell.-‘.Xm) ®>< ®X ®X

t depends on whether we have control over predictors x *X®
graph ; V. observational data
in Np.2-1] examples: yield of crope-response Y [, .~ Xpm) (no plan or with a
: . !
experimental: fertilizer, ..., «——— not Sampling p M')

observational: EXPOsure, weather
no plan- p T operators

» Q: What difference between inferences based on (sarnph Y
experimental data and observational data? P’“")

eg le——Ans: experimental data: causation«- El-?]ﬁ)[ﬁﬂ_ﬂq population, dist.) x

: e.g., fother/Son heght———~
,s::;:mf',, observational data: often only association (Note lurking Varlable)

» Q: Is this model description, Y=Xf+¢&, &~N(0, 021), appropriate fo)

observational data? Note that l(D X-Y ®Y>X LNp.5-12
(1) observational X are random variables ® x'~L. Y@%&Me

(2) in LM, X are treated as fixed values, 1.e., no distribution assigned for X

» Q: difference between “X is random” and “X measured with (random) error”

example:} X ig random (why?), | || measurement x = X + 6 :?rt%—m
but measured fz;:r;"d’" 4 —[: imgvalue (fixed or
occurately e abserved value random)
- (ronaom

made by S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 5410, 2022 Lecture Notes

¢'? for some data sets, we can regard the data as a sample drawn from a population. **”
survey In the case, we want to say something about the unknown population values using
estimated values that are obtained from the sampled data. (example?)
better chance to achieve pattem in sample ~ patter in population => good sample (representative,Lip.1-3)
the data should be generated using a “(simple) random sample” of the population so

that they can be representative Ceach object/unit in the ropulation has the sgme S known
probability to be included in the sample.

e conditional distribution of multivariate normal: If

- - Recall simple regression (LNp.3-7)
Z in LNp4-3] o %=l B8 | 8P check (y-uy)_e(x-u; c¢._[regression
‘*:é‘ (pr8)xl [ Zy ] N [ J iy 21116y 212068 Wp342|| \Tay /7 _'s';" effect(tNp2-1)
> Z Hody | Zo; oo > Y=Uy+ 0L (X-M) ,
then Pr ZasLa| PM1 PB P = COVix.$)*(c3)

— - = TSS-RSS
Z1‘Z2 = z2 ~ N(H.l + Z12 355 (22 — p2) b — S %5 Bgp (€6x6vY /7

regression line «—<t—T TSSin R*..ﬁa_ £ L RSSinR> __=€2xo¢
« an alternative view of regression: data (y,, z,), i=1,...,n, are [population multiple correlation
randomly sampled from a multivariate Normal population, (constant variance |

6. Yo ~N(xX*E", 2] 8%+ " *+Bp Xp J l

veckor] 141 . ) Lt
ﬁ,’: l}?] IS].-_-\Z ( [Z;] ; [;;Y gg]) = y|X;=z; UN((t~B'tx) + B'z;, 7°).
" pxl px1  Pxp Sixed—I
It is a linear model with =345 12+, 0°= 0 — Zx/ S xx | 25y = JYZ(I_LZ).'__J
(Zxv=0 >B=0l¢ 8" = I Zox ] R’.e_“zt;_m;, [rﬁ.-.l-(c’/o-,a)]:'—: = Oy (9/Gy})
When we are interested in the “transformed” parameters, regression can be applied.g,

(Ed

@. Q: what information in these samples is proper?  DOE p- o8

contour lines (a) simple random sampling (b) simple random sampling given z (c) biased sampling

o
< - [
= nl N
A
) 1
l©
4

eski

= ~—a petter way to
(a) (b) (c) collect information
Joint distribution (X, Y) 4 X X about E[YIX=2]

l E-Conditional distribution Y|.X ‘4 vV x than,&rgpg_r%_nhl:k
i : ST v v Sampling (@) (che
Marginal distribution X X or X 9raphs in Np3-18)

* Q: what will happen if the sample is not random?
consys (D) biased sample - sample is not: representative | /age population S snallpopulation
survey (ii) sample of convenience-» may or may not ke a good sample < sampling

(iii) sample = population -» (1) estimation is exact (2) testing is guest'ionable. "ng;__”f“bb"
these nonrandom samples can cause problems in the inference (e.g., R, LNp.3-18)

% Reading: Faraway (2005, 1% ed.), 3.8, nonrandom samples 5“"}P“"3 P':bbab" lity of eac
Weisberg (2005), Applied Linear Regression, 3" Ed., 4.2, 4.3 °baed:/ unit could be unknown
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Orthogonality {: span (XL SPM(XQ} p. 59

* Q: consider the two models: |. ;;ﬁ;?;fpm(m fitted mgdlell:—mgdle;-lizl—f;glé;g .
model 1: y = B+ B,z +& <> aliasing (in DOE) | true model=model 2: Y=X,5,+X,5,+€

= > =\ = E(B1) = B+ (X7 X1) 7 X[ X5

model 2: y = B+ [z +Bx,tE V—— EELE
AL o » F(X = o
In general, 3, , in the two models are not o (w f;() (XT;fl) LXT(x CB) ) =
identical (Q: why?3» check the graph in LNp ¥-/3 | 1= > 212 2 | (X2082) [LNe.

[also, test H,: 3,=0 (or c) not identical] 3-13 | Note. If fitted model=model 2

an exception: when z, and z, are orthogonal | * £ (B) = B
* Y=XpB+¢e=X,6 + X,5+ & where B4 B]" and X=[X, X,] with the property

X,"X,=0 = X, and X, are orthogonal (generahzatlowx [ Xa- XK]
a ) 2
[6.] (XXX XTx = X'X, X'X,|_(X'X, [0] -x1x= rgm‘] 9,
[0 2]fxy XzTX X, TX 0 )szX'2 “
_[ 2 D][ (xrx ) L Bx]
- Xn'X-) X = (X X) -1
-[(X:XJ'X TY 0 (X TX ) [BV(N") n LNP.¢'3

« Estimation: ﬂ = (X, "X)'X Y, ﬂ B = (X,TX,))'X,Y, and ,3 ,3 ) 1ndependent4J

— note that 8 L, will be the samc Tegardless of Fttted model: Y= XiB,+£ 3 Bi=(x7%] XY
whether X, is in the model or not (and vise versa).

LLYje XX4= oa(xx).a_
* Q: what if only two predictors, say some 2, in X, | g ¢ X Xzﬁr- Q 3 (x x),,a °

and some X; n Xz, are orthogonal? = B.. 33 may not be. Tndep. g
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