
p. 5-1

• Q: Why need interval/region estimation? What more information can it 

provide compared to point estimation?

e.g., estimate of β = 3.5, but accept H0: β = 0. How to give such result 

an explanation? Why point estimation cause such confusing?

• An interval/region estimation provides

Confidence intervals and regions

• duality of interval/region estimation and hypothesis test: 

For a 100(1-α)% confidence region, any point θ that 

lies within the region represents a null hypothesis that 

would not be rejected at the 100α% significance level 

while every point θ outside represents a null 

hypothesis that would be rejected. 

 plausible values for parameter

 uncertainty in parameter estimator

 information about its length and 

the values it covers may be helpful

 information related to testing

T (test statistic)

θ

acceptance 

region of 

H0: θ =θ0 vs. 

H1: θ ≠θ0

confidence 

interval 

based on 

Tobs

θ0

• meaning of 100(1-α)% confidence interval 

or region, e.g., 95% confidence interval

Tobs

p. 5-2

 confidence region of βi, βj, i.e, A =

2σ̂β̂β̂[(A −Aβ)T[A(XTX)−1AT]−1(A −Aβ)] ≤ (2 )F2,n−p
(α )

 Confidence region for Aβ, where A is a full rank d×p matrix and d≤p

A ∼ N(Aβ, A(XTX)−1ATσ 2)  [(A −Aβ)T[A(XTX)−1AT]−1(A −Aβ)]/σ 2 ∼ χ2
d,

(n−p) / σ 2 ∼ χ2
n−p ,

and they are independent.

[(A −Aβ)T[A(XTX)−1AT]−1(A −Aβ)] / (d ) ∼ Fd,n−p

 100(1-α)% confidence region of Aβ: collection of Aβ ’s (or β) that satisfy

[(A −Aβ)T[A(XTX)−1AT]−1(A −Aβ)] / (d ) ≤ Fd,n−p
(α )

The regions are often ellipsoidally shaped (Q: why?).

• Examples:

 confidence region for β, i.e, A=Ip×p

( −β)TXTX( −β) ≤ (p ) Fp,n−p
(α )

(Q: What’s the confidence region for all effects?)

2σ̂

β̂β̂

β̂ β̂ β̂

β̂β̂

• Model: Y = Xβ + ε; ε ∼ N(0, σ 2I); : OLS estimator  ∼ N(β, (XTX)−1σ 2)

2σ̂

β̂ β̂

general form β̂β̂ 2σ̂

2σ̂
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p. 5-3

 example: confidence region and intervals of βp15 and βp75

Q1: why the straight lines not tangential to the ellipse?

Q2: what can you say, based on the plot, about the 

results of testingH0
1:βp15=0, H0

2: βp75=0, and 

H0
3: βp15=βp75=0? 

confidence region of βi and βj:                                                      for some c

Q3: where will be the point (0,0) located if the data acceptH0
1, H0

2, reject H0
3? 

how to explain the result if (0,0) falls in other regions? (exercise)

Q4: what is the correlation between and ? how will the 

shape of ellipse change when the correlation becomes larger or smaller?

Q5: can you see why the situation in Q3 will happen more 

frequently when the correlation between and gets larger?

Q6: if and        are uncorrelated, what would be the shape of 

the confidence region? why situation in Q3 less possible to occur?

⇐  = A(XTX)−1AT

p. 5-4

 interpolation and extrapolation

 interpolation: x0 lie “within the range” of X

 extrapolation: x0 lie “outside the range” of X

(Q: fitted model still hold outside the range?)
 quantitative x0 and qualitative x0

 confidence interval for βi, i.e, A=(0,...,0,1,0,...,0)

(   −βi)2/(XTX)−1
ii ≤ F1,n−p

(α)  |(   −βi)/ | ≤ tn−p
(α/2)

alternative method: 

① ~ N(βi, σ 2(XTX)−1
ii), ② (n−p)      /σ 2  ∼ χ2

n−p, and ③ they are independent

 (   −βi)/ ∼ tn-p  C.I.: ± tn−p
(α/2) × .

( )iiT 1
)(ˆ −

XXσ

( )iiT 1
)(ˆ −

XXσ

iβ̂ 2σ̂ iβ̂

iβ̂ 2σ̂

iβ̂ ( )iiT 1
)(ˆ −

XXσ iβ̂






 −

0

1

0
)(ˆ xXXx TTσβ̂ β̂






 −

0

1

0 )(ˆ xXXx
TTσβ̂

 confidence interval for prediction of mean response at x0

x0
T − x0

Tβ ∼ N(0, (x0
T(XTX)−1x0)σ 2)   (x0

T −x0
Tβ)/ ∼ tn−p

 C.I.: x0
T ± tn−p

(α/2) × .

 Q:  for a given dataset and α, the length of the C.I. is related to x0 only. What x0

will cause a wider C.I.? Ans: x0 that is away from the “center” of X
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p. 5-5

 Example: 95% pointwise confidence band for 

prediction of mean responses (model: y=β0+β1x+ε)

 Q1: why the confidence intervals get wider

when we move away from the range of data? 

 Q2: what's the danger of extrapolation?

 Reading: Faraway (2005, 1st ed.), 3.4, 3.5

 Futher reading: D&S, 5.3, 5.4, 5.5

 Q4: does the plot represent a simultaneous

confidence band for all prediction of mean response?

 Q3: does the widening reflect the possibility that the mean 

structure of the model may change outside the range? 

 C.I. for prediction of future observation at x0

x0
T − (x0

Tβ + ε) ∼ N(0, (x0
T(XTX)−1x0 + 1)σ 2)

 C.I.: x0
T ± tn−p

(α/2) ×

 a general form for confidence interval: 

estimate ± (critical value) × (standard error of estimate)

β̂






 + −

0

1

0 )( 1 ˆ xXXx
TTσβ̂

p. 5-6

• experimental data vs. observational data

It depends on whether we have control over predictors

examples: yield of crop. 

experimental: fertilizer, …, 

observational: exposure, weather, …

Sampling model population

Ans: experimental data: causation, 

observational data: often only association (Note. lurking variable)

 Q: Is this model description, Y=Xβ+ε, ε~N(0, σ 2I), appropriate for 

observational data? Note that

(1) observational X are random variables

(2) in LM, X are treated as fixed values, i.e., no distribution assigned for X

 Q: difference between “X is random” and “X measured with (random) error” 

example:

 Q: What difference between inferences based on 

experimental data and observational data?
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p. 5-7
• for some data sets, we can regard the data as a sample drawn from a population. 

In the case, we want to say something about the unknown population values using 

estimated values that are obtained from the sampled data. (example?) 

• the data should be generated using a “(simple) random sample” of the population so 

that they can be representative

 yi|Xi=xi ∼ N((µY −βTµX) + βTxi, σ 2).

• an alternative view of regression: data (yi, xi), i=1,…,n, are 

randomly sampled from a multivariate Normal population,

• conditional distribution of multivariate normal: If

then

When we are interested in the “transformed” parameters, regression can be applied.

It is a linear model with β =ΣXX−1ΣXY , σ 2 = σY2 − ΣXYT ΣXX−1 ΣXY ≡ σY2(1− r2 ).

p. 5-8

• Q: what will happen if the sample is not random?

(i) biased sample 

(ii) sample of convenience

(iii) sample = population

these nonrandom samples can cause problems in the inference (e.g., R2, LNp.3-18)

 Reading: Faraway (2005, 1st ed.), 3.8, nonrandom samples 

Weisberg (2005), Applied Linear Regression, 3rd Ed., 4.2, 4.3

• Q: what information in these samples is proper?

(a) simple random sampling (b) simple random sampling given x (c) biased sampling

(a) (b) (c)

Joint distribution (X, Y) � � �

Conditional distribution Y|X � �� �

Marginal distribution X � � � or �
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p. 5-9

Orthogonality

1β̂





• Q: consider the two models:

model 1: y = β0+β1x1+ε,
model 2: y = β0+β1x1+β2x2+ε

In general,      , in the two models are not 

identical (Q: why?)

[also, test H0: β1=0 (or c) not identical]

an exception: when x1 and x2 are orthogonal

• Y =Xβ + ε = X1β1 + X2β2 + ε, where β=[β1 β2]
T and X=[X1 X2] with the property 

X1
TX2=0  X1 and X2 are orthogonal (generalization?)

fitted model=model 1: Y=X1β1+ε
true model=model 2: Y=X1β1+X2β2+ε

Note. If fitted model=model 2
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• Estimation: = (X1
TX1)

−1X1
TY, = (X2

TX2)
−1X2

TY, and      ,      independent

 note that       will be the same regardless of

whether X2 is in the model or not (and vise versa).

• Q: what if only two predictors, say some xi in X1

and some xj in X2, are orthogonal?

1β̂ 2β̂1β̂2β̂
1β̂
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