NTHU STAT 5410, 2022 Lecture Notes

* likelihood-ratio testing approach inf pds: |amg? Il-yzexpE(Y-XB)T(G’ 1)"(v-x§)/z'] - 49
> If L(B dY) is the likelihood functlon under Normality assumption, the .-I
likelihood-ratio test statistics is: [fwen |._] Y~N(x8, G’I)]

| St fr g~ max goco LBGY) [ max go LAY 21
The test should be rejected 1f the ratlo 1s t0o larg O Jsampke size]
> Because L( @ gly)yug (exermse) [LNp 3- 14
BMLE OLS eshmwbor—J 1 _T 6;1‘_& - RSSn under N
we reject the null if ~ —— n
(6’ / ) @/UQ > a constant, n
which is equivalent to (_Ng‘._e_nob Rss%_-_p."“b %)
I 2
check LNp4-7 —» €,;&Ew RSS,/ RSSq > aconstant,
or El-@n. (RSS,J RSSo)-1 > the constant —1,

which equals '\ (RSS,;—RSSg) RSSq > aconstant

we get the same test statistic suggested by the geometric view.

» Q:why notuse RSS,/ RSS,, as the test statistic? (Hint: can you identify the
null distribution of RSS |/ RSS,? note that £q is not orthogonal to £, .)

» Q: how to discover the distribution of the test statistic under null hypothesis?

and how to decide the constant? cribical value | Jnull disbribution
> suppose dimension (# of parameters) of Q is p and dim(w)=¢. < p p- 4-10
Under the null Hy: 0, This holds only under Ho (w)j T distribubion
et cetbudion I (RSSRSSQIPR DX, Ll LNp -7 (@ £ distribution)
OH%)UWHI 6 is & unit- free
io"ﬂw;zl"& '__—RSSw RSSq/ @[ X o LNP -4 distribution
and they are ndependent - LNP Y§-7 This holds under Ho & Ha (1)
« [t —  (pgg _ Rss
_ — RSS5q)/(p—q)
So, we have Fc%—c’- RSSo/(n_ p) 52 bzﬁ F,,_, 1, <@ null distribution

Therefore, reject if F > F, qn_pga_) (usually check if p-value < @)
L eritical value
» General form: because the degree of freedom of residuals in a model is the

number of observations minus the number of parameters (in /), this test
statistics can be written as: f/ (p-9)=[(1-9)- (_B)]

can be opplied to RSSﬁ—RSSlr 74
Ho: AB=¢ F= ( w 2)/( fw fo

~ Faf.,—dfq,dfo
(S=Q or LX) |\susing offset RS5Sq/dfge___ n-p ==
where g‘f@=dim(@)=%;] and gig=dim(§2_¢)=@;£.
» The test is widely used in regression and ANOVA. The beauty of this
approach is you only need to know the general form.

+» Reading: Faraway (2005, 1ted.), 3.1
¢ Further reading: Seber (1977), Linear Regression Analysis, 4.1
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« Example 1: test of all predictors Recall. the 2 models in the calculation of R — ™ *™"
»Q: are any of the predictors g,’s useful in predicting the response?

[Q:fy=Po+Bigi+ -+ Bpo1gp—1+e ,dmQ=p ,dfe=n-p

(@ ]Y=Bot E Jdim(@= 1, df,Fn-1

» Hy Bi=Ba=---=@,,=0 H;: at least one of i, ~.Bp- is nok zero
- RSSy: €aka=Z(4:-F.a) RSS, (v-V1)(Y-V1)= 2 (%:-3)

« (the overall F) F= (BSSs— RSSo)/(dl, — dfe) _ [X(4i- ¥ Z(%-GF1/Cp-1)

R*+ [Ehey are l o RSSRSSQ/ dfﬂl a X (4:-8:¥/n-p
<> |Functionall o 3 ] - =228 — 1. p-1 IF F edvemel cant,
relabed. | R=l-pa=1-/1+-&L F)*‘ﬁm@mmuii'ffﬁgp

»Q: What’s the “meaning” of H,? Let’s c0n51der the following two questions:
» If H is not rejected, what can you conclude? is it the end of the analys@

i QYR BRIIE, <
Ans: No. Check assumptions, such as LNp3-18] Emall) o
im hat 1 1 1 : 2| a0
e o linearity, outlier, or if enough data i £
only the models| are collected, .. >3

.. Do not conclude n:y-
in O.=HoUH,

ove tonesdereq | 00 sOON that no real relationship ="
To the test | exist between Yand X,.... X .

[ G-t
» If H is rejected, does it mean the alternative model is the best choice? |0 Rt

<

X:R*J
Ans: N0 Check if some predictors can be ‘
Hu“atlenstone'l._sh'opped if other predictors might be * /32??/
ek 2¢r0 added®= —(Np3-1T "L+ Ja
» Example 2: testing just one predictor p- 412

»>(Q: Can one particular predictor, say g;(x), be dropped from the model?
Under Ho w — R i = =N-
pﬁy" | Q y BO + + Bzgz —l— + ﬁp—lgp—l + €, dlm(Q) p s de n’ P

E(Bi)= )g sy =0o+ -+ + -+ Bp_19p—1 + €, dim(w)=p-| ,df ~N-p+l
Vbr(ﬁ:.—

taxig2® Ho Bi=0 (B3R, ford«i) Hy: Bix0 (B3€R.For 3= )

Pse(B)  w F= [(RSS — RSSq)/(df., — dfa)]/(RSSq/dfo A dfer.dfo
-Im.xnm «BSSae gaya, ) )3 3A

indep | alternative method t-test: t = /8 /se ,8 0t,., [Note.t2UF,,_,, and t>=F]
lasge ] small
t!a:( *’;:'9 ) =F <« RSS RSSa= ( ft.n. Sne?g-‘-\ ]JﬁL» se(B:)
Jodxey; 8, (exel:ctse)-_.t JXaxaYs Tl _B:

»Q: What is the “meaning” of H,? It seems only f, appears in null, does H, say
anything about other S’s, Where J#L?

Note. all g;’s, where j#i, are included in both w and Q.

Ans: when all other predictors are included in the modellwhether g, 1s helpful
in interpreting the response variation. implicit assumption

»Q: When “other predictors” are changed, can we always get the same result for
the test of g;? Ans. NO, but why?->i i cor(90.9)~12 9.%

i can do same (2 ren
»Q: When can rejecting/accepting H,: 3=0 “almost irrelevant” dob :;H;:__ssomfy”
3
— to whether other predictors appear in the models or not? Future lecture)
LNp(l ?k

gmph Hint. what will happen if g; is orthogonal to all g;’s, where j#:? under this

condition, :3@ independent of all ﬂj s? try give it a geometric interpretation.
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. ) . . . p. 4-13
Exar.nple 3: testing a pair of predictors V=B BXBXA X |
>Q: Supp(.)se. the. t-tests for S, and S, H3i63=‘0/H°.\qu'~ez=o
are both insignificant, can you remove T BB |, 33'= VA ALY A,
both g; and g, from the model? when HY @270 —— 120320
j k when Ba= :@a=
can and when cannot? and why? (Hint: romimseas Y=B+B.X, °
" [“what’s the null in the 2 -tests?) _ X3u0Xa IR T g2i0+20K,
|orthogonality exists| [song collinearity] :; cor(xa.X3)x1 r° r° ro r° r° .E:E'_*’_XB"'E
»>Q: Wh binati f / 2 X3 almost; a a a a a =Xz
Q: at combinations of acceptance do the same job a a r r rim
rejection you will see in these tests?— | iviskrpebigy | “f ¥ v o @ vi—(eercs

»Q: Can two particular predictors, say g, and g;, be dropped from the model?
= Quy=Po+ -+ Bigit Bugn oo Fe dm@=p L dfg=n-p
» Wy=Fo+ -+ gt B+ + e, dim(w= P-2 ,df =N-P+2
= Hy: Bj=Bx=0(BicR,ix3 k) H,: ot leastone of B;,Bxnot zero (BieR, i=J,k)

« F=[(RSS, — RSSq)/(df, — dfa)]l/(RSSa/dfa) ~ Fuf, —dfs dfa

. R —=() BxGe=Brgr ¥
»Q: When the data acgept E%JQ_ =0 1% 4:19.) B e under mode) 893 under
and H,,:3,=0, but reject Hy:B=,0, without 93 X i "‘S’gf:w
how can you explain the contradictive | 2_ R i WLOQK
results? how is it related to chec B9« < S A o
orthogonality and collinearity? i’;”_g_',; 9 — 5, lggié)l
» It can be generalized to more than N 25 4 4 _'5_ 3
two predictors. How? (exercise) 33 733 XTX > cor (9. 2.)
« Example 4: testing a subspace/subset @ (= L(B3+B)-11/se(8;+Bx) Jo-[check the 141

graph ia|" Qiy=PF0+ +Bjgj+ 4 Brgr + -+ dmQ=pP ,dfe=n-P .
ot W Y=PBo+-+Bigi++(1-BGx+-+€ | > dMW=p-l, df;=N-p+
N B R
437 B = A = | $'2 d-Je=Bot B3 G)> e
st [ome 0 (I [> gt § 8,9 (§-F+3)wing OLS _
=7 (454 {m F= [(RSSw — RSSQ)/(dfw — de)]/(RSSQ/de) ~ Fdfw—df;_d_f; $[£*.L§

>Q: how to test Hy: =07 = Bj-Bx=0 (w: subspace of N) d Xt
w Qiy =B+ 4 Bigj +- o+ Prgr + - e, dmQ)=p , dfg=n-p

Q: how to test Hy: B+[5, = 173 Be=1-B5 (W: asubset of ) (£-testinlhp¥q2
; h in
L

" WY =Bo+-+B3g;+--+B3 G+ +E _ , dim(w)=p-), df,=n-p+1
= Bo+-+Bj(3;+G)r -+ E_Jgf t = [(8;-Bx)-0]/se(81-Br)

= F'=[(RSS, — RSSq)/(dfu — dfa)l/(RSSa/dfa) ~ Far, —dfodfo_ofT]
»Q: how to test Hy: fS;=c, c: a known constant, say §=10? (w: a subset of 1)
" Qy=Fo+ -+ 8595+ +Bp1gp-1 +e ,dmQ=p ,dfo=n-p
Splt Y = ot 4G+ +BraGpu s E  dim()=p-/. df = n-p+1

" F'=[(RSS, — RSSa)/(dfw — dfa)]/(RSSa/dfa) ~ Fuf, —dfa dfe 1]

= alternative method ¢-test: ¢, = ( ﬁj— c)/se( ﬁj) 0t,.-, check the £-test in u

»Q: Can we apply the method to test Hy BB.=1"sg — VB < | '—Np—‘»“"zl
s Qiy=Lfo+--+8gi+ - +Fegp -+ K 3
s Wy=PFo+--+ 859+ +(1/Bj)gp+ - +e not alinear model )
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« Some note & concerns about hypothesis testing P 415
> The previous testing method can be applied to H: AfB=c, where A is a know
(p—g)*p matrix of rank p—g, and c is a known (p—)X1 vector.

examples:. Ex2:Ho (0 - 010- 9)B=0 Ex4:
Bxl:Ho: [319:::2 o ° By +fic=1
[; 2‘.';}%:2' Ex3:Ho: [omolo .. -°]Q=O Ho: [0 .-o%o‘.o%o- 0Jé=.-l-
R , 0-4-0lo-0 = . Jth .Kl:h
full (p-xp # b °Bi=Bx > Bj-Bx=0
model Q: what are wand Q? Ho: [0 o%o»o-lo o]g=0
M TAIXB. Bunrestricted, W: XPB., B subject to AB=C 1

» Q: Suppose (1) the model is correct and (2) the estimators
of Sare mutually independent. When H, 0 £=0 is accepted,
does it really mean that £, is exactly zero?

o”e'e e.g.. ¥ = [+ €; €5 ~iid. N(O,02>; u ~= 0, but not zero
problem Hy:p=0 osSunedkoun a meosufe OF: the €0
- - s? accuracy of [ —==
@ g sz, y @5~N(u,—)$ﬂT,Var(g)\|r°lﬂnes’c’org o
© tost ~fic | 4-o=|_tevery small
Note: that’s why we usually don’t say - stut ramal G=0001Z vl
“accept H,”, but say “sample size Z= g-o - >accept o
isn’t large enough to reject H,”. AVar(9) '”“_’,Be;e%:&_”" Z Jarge
» When sample size, n, is much larger than the number se(gy:S|_@: reasnable ?

of parameters, p, it's very possible that every tests are play arole like the
significant (even though R? is very lowys- check LN 4-11 Scale of a ruler

> Statistical significance may not be equivalent to practical/physical significance. > *"®
le Dtemperature on some day: i, temperature on next day: Uz,
e L M- Uz =0001°2C <— not physically s‘gntfcco.n-l-:.d-——}
@ Test Ho: 4l = Uz (under 2-sample model or one-sample madel) (5]
when 1 is very large » veject Ho < statically significant . «——
» Q: why inequivalent? Hint: what are the numerator & denominator in the
t-test? Does the denominator represents a scale of physical significance?)

» for datasets with large n, it is easy to get statistically significant results on
B’s, but the magnitudes of some (all) £’s may be quite small and therefore,
not physically important. s models in N1° are considered impossible

»The inference depends on the correctness of the model ) : Y = X3 + efwe use.
The assumptions about the model can be checked, but there will be always some
element of doubit. Lg : what you can do?)

Lo @.Check with experts @. Collect more data.to validate () Other supports
»The data may suggest more than one possible models | not from the current
which may lead to contradictory results, e.g, when strong analyzed data
collinearity exists. (Q: what you can do?) | LNp.¢-I3 Situation encounted :
Coreport all “good” fitked model. | a..a,r,r,ri ZI: ;vaemmlafo:s m in
»What is the true significant level of several tests, each £ drebinaus shm
with significant level g%—{Say. &t =0.05 | the "good” models 7s better

dato,
test) est2 | muitiple
< Reading: Faraway (2005, 1t ed.), 3.2 I testing  Example. results of all £-tests

< Further reading: D&S, 9.1 test3 \RR3) [—gml filted mode]] ©f Ho: Bi=0 «—>overa|l F-est
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