
p. 4-9• likelihood-ratio testing approach

 If L(β,σ|Y) is the likelihood function under Normality assumption, the 

likelihood-ratio test statistics is:

Λ = max β,σ ∈Ω L(β,σ|Y) / max β,σ ∈ ω L(β,σ|Y) 

The test should be rejected if the ratio is too large. 

 Because L( , |Y) ∝ , (exercise)

we reject the null if 

>  a constant,

which is equivalent to

RSSω/ RSSΩ > a constant,

or                           (RSSω/ RSSΩ)−1 > the constant –1,

which equals         (RSSω−RSSΩ)/ RSSΩ > a constant 

we get the same test statistic suggested by the geometric view.

 Q: why not use RSSω/ RSSΩ as the test statistic? (Hint: can you identify the 

null distribution of RSSω/ RSSΩ? note that is not orthogonal to .)

 Q: how to discover the distribution of the test statistic under null hypothesis? 

and how to decide the constant?

β̂ σ̂ σ̂ n−

σσ ˆˆ 2
Ω

2
ω

ε̂ Ω ε̂ ω

p. 4-10 suppose dimension (# of parameters) of Ω is p and dim(ω)=q. 
Under the nullH0: ω,

(RSSω−RSSΩ)/σ2 ∼ χ2
p−q ,

RSSΩ /σ2 ∼ χ2
n−p

and they are independent. 

So, we have F = ∼ Fp−q,n−p .

Therefore, reject if F > Fp−q,n−p
(α ) (usually check if p-value < α)

 General form: because the degree of freedom of residuals in a model is the 

number of observations minus the number of parameters (in β), this test 

statistics can be written as:

F = ,

where dfω=dim(ω⊥)=n−q and dfΩ=dim(Ω⊥)=n−p.

 The test is widely used in regression and ANOVA. The beauty of this 

approach is you only need to know the general form.

 Reading: Faraway (2005, 1st ed.), 3.1
 Further reading: Seber (1977), Linear Regression Analysis, 4.1

(RSSω − RSSΩ)/(p− q)

RSSΩ/(n− p)
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p. 4-11• Example 1: test of all predictors

Q: are any of the predictors gi’s useful in predicting the response?

 Ω: , dim(Ω)= , dfΩ=
 ω: , dim(ω)= , dfω=
 H0: H1: 

 RSSΩ: RSSω:

 (the overall F ) F =

Q: What’s the “meaning” of H0? Let’s consider the following two questions: 

 If H0 is not rejected, what can you conclude? is it the end of the analysis? 

 If H0 is rejected, does it mean the alternative model is the best choice? 

Ans: No. Check assumptions, such as 

linearity, outlier, or if enough data 

are collected, .... Do not conclude 

too soon that no real relationship

exist between Y and X1,...,Xp.

Ans: No. Check if some predictors can be 

dropped, if other predictors might be 

added, ...

p. 4-12• Example 2: testing just one predictor
Q: Can one particular predictor, say Xi , be dropped from the model?

 Ω: , dim(Ω)= , dfΩ=
 ω: , dim(ω)= , dfω=
 H0: H1: 

 F =

alternative method t-test: ti = /se(     ) ∼ tn−p [Note. ti
2 ∼ F1,n−p, and ti

2=F ]

Q: What is the “meaning” of H0? It seems only βi appears in null, does H0 say 

anything about other βj’s, where j≠i?
Note. all gj’s, where j≠i, are included in both ω and Ω. 

iβ̂

Hint. what will happen if gi is orthogonal to all gj’s, where j≠i? under this 

condition,      independent of all     ’s? try give it a geometric interpretation.

iβ̂

Q: When can rejecting/acceptingH0:βi=0 “almost irrelevant” 
to whether other predictors appear in the models or not?

Q: When “other predictors” are changed, can we always get the same result for 

the test of gi? Ans. NO, but why?

Ans: when all other predictors are included in the model, whether gi is helpful
in interpreting the response variation.

iβ̂ jβ̂
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p. 4-13• Example 3: testing a pair of predictors
Y=β0+β1X1+β2X2+β3X3

Y=β0+β1X1+β3X3Y=β0+β1X1+β2X2

Y=β0+β1X1

Q: Suppose the t-tests for βj and βk
are both insignificant, can you remove

both gj and gk from the model? when 

can and when cannot? and why? (Hint: 

what’s the null in the 2 t-tests?) 

Q: Can two particular predictors, say gj and gk, be dropped from the model?

 Ω: , dim(Ω)= , dfΩ=
 ω: , dim(ω)= , dfω=
 H0: H1: 

 F =

Q: When the data accept H0,i:βj=0

and H0,k:βk=0, but rejectH0:βj=βk=0, 

how can you explain the contradictive 

results? how is it related to 

orthogonality and collinearity? 

 It can be generalized to more than
two predictors. How? (exercise)

Q: What combinations of acceptance/ 
rejection you will see in these tests?

p. 4-14• Example 4: testing a subspace/subset ω
Q: how to test H0: βj+βk = 1?

 Ω: , dim(Ω)= , dfΩ=
 ω: , dim(ω)= , dfω=

 F =

Q: how to test H0: βj=βk?
 Ω: , dim(Ω)= , dfΩ=
 ω: , dim(ω)= , dfω=

 F =
Q: how to test H0: βj=c, c: a known constant, say βj=10?

 Ω: , dim(Ω)= , dfΩ=
 ω: , dim(ω)= , dfω=

 F =

 alternative method t-test: tj = ( − c)/se(    ) ∼ tn−p

Q: Can we apply the method to test H0: βjβk = 1?

offset

jβ̂ jβ̂

 Ω:
 ω:
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p. 4-15

 The previous testing method can be applied to H0: Aβ=c, where A is a know

(p−q)×p matrix of rank p−q, and c is a known (p−q)×1 vector.

examples:

Q: what are ω and Ω?

 Q: Suppose (1) the model is correct and (2) the estimators

of β are mutually independent. When H0:βi=0 is accepted, 

does it really mean that βi is exactly zero?

 When sample size, n, is much larger than the number 

of parameters, p, it's very possible that every tests are 

significant (even though R2 is very low).

• Some note & concerns about hypothesis testing

0 µ

Note: that’s why we usually don’t say 

“accept H0”, but say “sample size 

isn’t large enough to reject H0”.

H0 : µ = 0

e.g.:

p. 4-16
Statistical significance may not be equivalent to practical/physical significance. 

example:

 Q: why inequivalent? Hint: what are the numerator & denominator in the 

t-test? Does the denominator represents a scale of physical significance?) 

 for datasets with large n, it is easy to get statistically significant results on 

βi’s, but the magnitudes of some (all) βi’s may be quite small and therefore, 

not physically important.

The inference depends on the correctness of the model we use. 

The assumptions about the model can be checked, but there will be always some 

element of doubt. (Q: what you can do?)

 Reading: Faraway (2005, 1st ed.), 3.2
 Further reading: D&S, 9.1

The data may suggest more than one possible models

which may lead to contradictory results, e.g, when strong 

collinearity exists. (Q: what you can do?)

What is the true significant level of several tests, each

with significant level α? 
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