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Matrix representation
• Given the data matrix, 

• We may write a linear model as follows (functional form): for i = 1, 2, ..., n, 

yi = β0 + β1 g1(xi1,...,xim) + β2 g2
(xi1,...,xim) + ... + βp−1 gp−1(xi1,...,xim) + εi, 

where gij = gj(xi1,...,xim)

 the expression is (i) ugly notation (ii) conceptually awkward

 matrix/vector notation is more elegant

Y X1 X2 ... Xm

y1 x11 x12 ... x1m

y2 x21 x22 ... x2m

... ...

yn xn1 xn2 ... xnm

a row: one group of observations

a column: one variable

(response or predictor)

a row: one group of observations

a column: response or effect

Y 1 g1 g2 ... gp−1

y1 1 g11 g12 ... g1p−1

y2 1 g21 g22 ... g2p−1

... ...

yn 1 gn1 gn2 ... gnp−1
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• Matrix form of the linear model: 

Y = X β + ε, 

where

Y =            ,X =                                          , β =                  , ε =              .

and E(ε) = 0 and var(ε) = σ2 I (Note: the assumption that errors are normally 

distributed is not required at the estimation stage)

a row: one group of 

observations

a column: response or 

effect

Y 1 g1 g2 ... gp−1

y1 1 g11 g12 ... g1p−1

y2 1 g21 g22 ... g2p−1

... ...

yn 1 gn1 gn2 ... gnp−1

= + + + + + ε

= + + + + + ε1

= + + + + + ε2

= + ...

= + + + + + εn
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• Example 1 (no predictor model, seen in one sample problem):

yi’s are i.i.d. with mean µ and variance σ2, i=1,...,n

Y =            , X =            , β =         , ε =           .

• Example 2 (the model in two sample problem):

zi’s are i.i.d. with mean µ1 and variance σ2, i=1,...,m

wj’s are i.i.d. with mean µ2 and variance σ2, j=1,...,n

Y =            , X =                  , β =          , ε =           .

 Further reading: D&S, 4.1

Y X g1(X) g2(X)

z1 1 1 0

... ... ... ...

zm 1 1 0

w1 2 0 1

... ... ... ...

wn 2 0 1

 Reading: Faraway 

(2005, 1st ed.), 2.2 
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