NTHU STAT 5410, 2022 Lecture Notes
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When to use regression analysis (linear model)?
= Y

T8 % Wiot data® What objective ? meaning 2
{ » Regression: a statistical tool for investigating the “linearitz L“r"'g""

relationship” between z and y.
% (could have many X VMSJ-F _ Wé‘ )
AR(E » causal relationship: examine the effects of x on y, i.e. how the

B changes in x result in the change in y (note that the statement
g: & implicitly assumes causal relationship), often seen in

Tobald] » functional
l% . l DOE data (example?) re\aﬁms?@
analysi : : : :
= = physical/chemical/engineering data (example?)
5‘:.3,1» mgzx’- . .
[ \g—rExgnple rcausal rclabonshgp (controllable)
_\A L g=i(x.,u-,xm X, voo X < known
) 2, - Zn) ! lm (usually no
o ﬁ randomness)
nown
3 8 approximatev exp’.tal SyStem/ Output
S | P unit Process | esponse, y)
T T T T T z -z Beﬁa(ﬁ) +£ ‘
5 ‘ 10 15X 20 25 L=l i = = L.M. known or
f&i&e& fegression \it\ej ‘use Aot to Zl oo Zn unk@ug‘ |
(@)estimation (b)test (c)C.1 B\defsb.nd Bis (uncontrollable)

p- 2-2

» Even where[no] sensible causal relationship exists between x

as;_______ “:f”f""' and y, we may wish to relate them by some sore of
Eh“ﬁ‘ii? mathematical equation (rationale: sample from a (x usually not
multivariate normal population),|often seen in random in DOE
Strong, - ——— -
7 1 dat 1e? X & Y : random variables
m1" social data (example?) 1Y) o distribation

elation economical data (example?) Y| x —b linear model
~shoesize| \®) medical data (example?) (Fuhure lecture : sompling model )

mi’% Ia some cases, what variable should be treated ao the response &
cancer what should be the predickors Could be a difficutt- problem -{check

* Q: Why develop the fitted line (fitted model)? Why it is useful?{Wp2-8

: . ) ) relationship A A
> numerical description of relatlonshlp-o( Je—>X, eg. Po*B\'X)
X

N ko
. - -7 fe£.] more ,‘
—1 > prediction-{ Ix=" )4, ,\)’ disEcutt $T¢ _\
| > coefficients may be meaningful—>( Bi=7 )“‘ :
-+ =l x'
.o eg. DOE, rbbusl‘:w Z=| Xz
» variation study—b[ parameter designs - d %
e W) s \ i
>  |related to the mean function a‘i’w;ﬁvﬂ 2L dfl
oF gz, (""' E(g?&)) Sl 1 —=> X

made by S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 5410, 2022 Lecture Notes

p- 2-3

« data type in regression analysis and some terminologies

r RIEGARY

A {response, output, dependent} variable Yis modeled or _ _
explained by 4 effects/functions of m {predzctor, input, ﬁi#%%fﬁi

| viottes | independent, regressor} variables X e X, JEIE P> e

_TNU'Q All “observed” data ang discrete*§<E S =10 1 »
T . D) : CcE = %g'—ﬂl» < |

> Y: “approximately” continuéus St monal  Sever

L treated as random variables Ag4 égid -Aﬂmnhu-

» X,,..., X, : continuous and discrete (quantitative),

[-__" categorical (qualitative) (Q: example?) er=3
troated anFixed values 908\ uithorder, [ Mgty sevra
EFO?]? p=1, simple regression; p>1, multiple regression-_ sgyerq| :red-'d:ots
Les. . X
e?fad?; XX 4=BrBX+E All € Linear models
12

all quantitative — multiple regression el |
quantitative+qualitative = analysis of covariance @
all qualitative = analysis of variance (ANOVA)

mubivariote
data analysis

e linéar model: \Z —AEE)=0 =Y
BVX,. %) L Pi - g le'“ Xm) L © Var(s)=o-=|
= p ()Bz gi iﬁ, ¢Z g P& T_T

. error:

7 determlnlstlc mean SITOT.
Var(Y|X1, Xmg (S‘?ﬂﬁh component ™ finction { (g ias.leL) random —
= Var(e) = ¢ & accurate (no ervor) component

> X,,....X,, are regarded as deterministic, 1.e., no random phenomenon (when

detesmine|they are random variables, regard the llnear model as conditional on X ,..., X )
2.2 @ conceptuai@empirical i Xi, -, Yen becomes fixed valwes «—7 o
) 9o(X e X)), oo (X X)) Jnown functions of X 15+, X, Called effects

< know the form of effects(gqi’s).
> (unknown) parameters [3, ..., B, enter linearly | p+ don't know their maguitudes (Bi)

» variation due to random error only appears on y-axis [f ﬁ{ IE ﬁ z

* Rationale: a general model for the relationship between Y and X Xipeery X X

» more than one Y, multivariate regression

variance
function

Y= f(X,,...X,) + & where f is unknown and arbitrary .

(> Why? consider the Taylor expansion of § —> § =3:—,,3€x°
Note: # of parameters in f is " infinite, usually do not have enough data to estimate
f directly (globally), we have to assume that it has some more restricted form

C . . . ith $ai
» local approximation of /' may be achievable by a linear mode%
L. -5 on the range of the chserved Xi, -, Xm dota

Note: Because the predictors can be transformed and comblned in any Way, linear
models are actually very flexible-£:3—p gL ’)(I , XiXa, e"l‘" X2 (og(—\-) ceo
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. 2-5
Y: fuel consumption of a particular model of car cari

X, : weight of the car (continuou‘s/? discrete? categorical?), care

X, : horse power (continuog/s? discretj? categorical?),

X5 : number of cylinders (continuous? discret‘g‘? categorical?)

2(4'. JHE . Honda (1), Ford (2), Toyota(3),-- (categorical )

» a general model: Y= f(X,,X,,X;) + & where f is unknown & arbitrary

» possible statistical models (“local approximation” of f):

lmam/ % & (32 3
Y=[B1+B X+ BX,+BX5+¢ => a linear model
porameter —2 ro—At—F
Y=45+6 X"+ Blog(X,) + B, X, X5+ & = alinear model
Y=04+p0 Xleé +& Ja 35? => not a linear model
Y=8XFe = not a linear model, but can be a linear

model after taking log

lo?‘(Y)= logfa.) + 02 logfx.) + logn(a)
< Reading: Faraway (2005, 1%t ed.), 1.3,2.1 LY/ B 8 g
¢ further reading: D&S, 1.2 (meaning of linear model)

p- 2-6
@ some possible objectives of regression analysis
LNB,Z-ZII. prediction of future observations
2. assessment of the effect of, or relationship between, explanatory variables
on the response fg,& DOE in LNp.2-1
3. a general description of data structure <— eg. association between
4 Some variables (LNp2-2)

» procedure of data analysis in regression

( ' )'[iﬁ.?? ~

data linear model il prediction
fitted [ inference <cause

~ estimation K
4[ testing ]of Bis
model information
' an Al | jitetime GLM

check assumptions
s 1 deterministic « GAM
(-rm, [ random ] componevd:s Ez“m‘mc * Tree regression
* Neural Network
 extensions exist to handle (1) multivariate responses, (2) binary responses
(logistic regression), (3) count responses (Poisson regression), (4)7...

(1) more 'Hna.n, one Y (2) ~bi . l e Py (B) ~R),: (X
(multivariate Yx~binemial (g, B, ) ’ Yx~Poisson(Ax)
analysis ) GLM
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linear structure @ dato with randomerrors y: ]
parameter estimation B History of regression

Tobias Mayer (1750), made numerous observations Yﬂ,,, = X&’P Bexi
to the libration of the moon with the purpose of Y* - X*— “é“

determining the characteristics of the moon’s orbit, Ligl B*P *pPi
and proposed the method of averages . >B =(X*)_I Y*

* Adrien Marie Legendre (1805), developed the method of least square

gererdlized = puso Markow Thm (Suture lecture) L suture lecture
Carl Friedrich Gauss (1809), claimed to have developed the method a few

years earlier, and showed later least square is the best when the errors are
normally distributed. np need +o get too pessimistic about mediocxﬂ—y]

« Sir Francis Galton (1875), coined the term “regression to mediocrity”

\

. . L_Mmean
» Family heights data J a8 least
aller (shorter) 7 _ 7 f Square
parent (y& y) 5?1(366 a:) like 1.. T i V| line
%mllg[(shorter) Y = ﬁgm 1 i TR P e d t
. I ( rd Sa| til g hee (0]
child, but agt ita—n £ 5:0"_21—-1__—- to 10| j i consider the
as tall (short)| (Y — ¥ (T T f i .
S narent ( = ) = p( 5 )e _ = influence
— v el 9 =0+ o & % [
_ mCOY(X’Y")~O eeeeeeeeeeee ] 7 3

(%X) — g(_?x_)_.iz(_gx_ — o= 3Y(%5%) «— 0"X 0. when n Iargij_ so,@ynzo?l

& (&5 g5 >ED034xTele g

‘ » This so called regression effect is not a natural P22
: ~ . ; line with
law. Tt is actually a mathematical result. g +22, 12— _ ¢ slope=1
T _ _ - | ( Ist principal
Inmany applications.| /vy — (T — T\ (determine
o] (1) - () EE T S
is not of interest. y 4 ¢ 7 |covariance| § +or | }slope <)
(eg. different types -]1<f<1 matrix of I | |Uleast sguare
of variables) NI D mf; vy 2B@|| Lime)=
—A & - -~ Ladi ————
6; correlation ( G ) - P ( Gy )  — ! 2,\ < i
coefFicient of (X.Y) %28 X %428,
> Misinterpretation (Note. Regression effect does not imply causality Je——
check : h: response ,"W : predictor
Np.2-2 e—® 1Q of a couple (husband, wife) w: response, h : predictor
= Ineffective treatment, measurements before and after treatment
= Punishment works and reward does not. | _ -response  [ghould use
ro predictor 2 -sample
» Warm and Cold gon Compar §5°3'
» Family height data comparison

» Josef Stalin: “A single death is a tragedy; a million deaths is a statistic!”
(- B A ch 8- HR > FHBA G R L A Egg )

% Reading: Faraway (2005, 1%t ed.), 1.4
¢ Further reading: D&S, 1.8;
Cathy O’Nell (2016), Weapons of Math Destruction (@ #: + #c¥j chifch 2 % ).
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