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= Fit a_log-linear model Y, ~ x_+ r+ r: X, where
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o The parameters associated with x, will represent the tota f%mwt
for the cases (= n, n,, .. nI)\mw@ inad fowﬁb{zﬁg

o the parameters associated w1th r will represent thejma ,’:% ]
siRilidan)|  category totals (< 1 ntercep S 1n ‘Tultinomial logit mode

=(po+@f) Lo The interaction terms r: X el how the probability of

+Hp +Rafr) R falling in the different categories changes with X (=

(B4, 8 coe.fﬁc1enj[s of X the. multinomial logit model) i oo

ultinomial logit can be viewed as a GLM-type model, which
allows us to apply all the methodology developed for GLM
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* Q: why can multinomial log-linear model be connected to

multinomial logit model?
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Y5 r,x ong predictors
If we fit a log-linear model for ¥, ;, then:
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Ordinal Multinomial Responses o6

* Suppose that orden | <or11u,2_<~--<ovdmj
» We have a multinomial response with

dered categories, and
» For individual x, observe ordinal response (v ..., y,@

* For an ordered multinomial response, it is often easi ;[to work with
the cumulative probablhtles M
ao nominal le%wase
(DLF/—Q ‘+ _|_pr, ] = ]. J ij rxj

— — . 1 —1
> Da=Ysis Pxi=Yx;~ Yxj-1oJ 3=2,..., J-1; yXJ—l
» Q: why cumulative probabilities are better? Lﬂ—i—l'-‘-“ ﬁfo

2 ~~- 3T 12-_.3' \

» the cumulative probabilities are increasing and invariant to

combining adjacent categories Q: why not- uazg
= Y, =1, so we need only model J—1 probabilit f‘és J“’O‘;S"Z': ned
* Q: how to link Y, = (Yy1» Yx2s --+» Yy s-1) With x? mﬁﬁﬁ\&mﬁ_{(
9T, ] Ve e Vo) e\ P = 50.7 © Lresporsg
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»some choices of g: (1) logit (2) probit (3) complementary log-log
= Notice that the intercepts, £, are different for the J categories
Bis ..., B,-1) do not depend on j = we assume that the
predictors have a uniform effect on the probabilities of
response categories in a sense that we will shortly make clear
» Negative sign before 3
* Latent variable approach for ordinal variables:

. be some unobserved continuous =~ ®= -k
fable that might be thought of as the rqgl A

&

I
e only observe a disCretized version of z, K =2 =t
.. : s 2 obsoused, can £t
\// where y,=7 is observed if
Rl L Poj1<%x = Py
ersE®suppose that z —
LNp 3167 _

o [mean moded
G Pyx < J) P(2x

afundron o5 2 | cortain. L= XR+TE
Nformetion then Zx :
has a.d mf)utlon F: Edfrone

as a distr1 ;
(R0, o, Fpod)= P(zx—ﬁT <=8/ .
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>If7F‘follows the logistic distribution, i.e., F(z)=e*/(1+e?), then
Bim €T ey —plx) T sk,
= - X. xXj] — T i.e., - -=--

er.; [09 (\—’&_3‘ 14 eXp(‘/BOJ /8 )E{_)/'Zx.j PIf §-2)= (2

> q : \oast ——p0N Cdf, not . ]
325 , we would have a logit model for the cumulative 7 ¢

probabilities Y, ; symmetric about ==& 1= Teg)
» Choosing Normal for latent variable (i.e,@ leads to probit model
» F=Extreme value distribution leads to complementary log-log

I=Yeg .
»Notice that if 8> 0, as x increases, P(y, > jfwillxglso Increase

Lo 7eqV

= this explain the use of the minus sign in the definition of the
model because it allows for the more intuitive interpretation of the
sign of [
* Proportional odds model (F: /ogrsfrc drstribition )
* Let Y, = Y{(x) = P(y,<j|x), then the proportional odds model,
wich use the logit link, is:

odds for
multinomia |

//'ZX,g‘
odds for

75 (%) A
ordinal log (J]_ _j,-yj (Xl> —

multinomia| €

cumulotive

B
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> It 1s so called because the relative odds for the event y <j
comparing X=X, and x=x, are: il Te3/1-te g Say, X\'= X3+ |

v (%1) vix2) N _ . ;%F
hi(sldo ezj 1(1)({)1 )dzléng 10;

= Of course, this assumption of proportional odds does need to
be checked for a given dataset
= It can be checked by computing the sample (observed) odds

proportions with respect to X (check an wM/pCQ m lab)
how many ‘Ge,We/\,'\’ Compare Xﬂa' in LNp.b-2 Br nowin QQ

»Some advantages
(P-N«(T =) P-0(7-2) 66 /. 0
» The model usare{fmeters than tﬁé mz)ultmoénal lrgés;t“se

model (Q: the former nested in the latter?)
\['ypically, the output from the proportional odds model is
easier to interpretgimeprelalion of, Rog: the 0o(dsAra2’,’ =D is exp(Boy)
» Inferences follows the usual GLM likelihood-@%soéd approach
» Interpretation of the fitted coefficients: odds of moving from

one category to another increase by a factor of exp(f) as x

increases by one unit (check lab)
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p. 6-10

« ordered probit model ( F s nermal >
> If the latent variable z, has a standard normal distribution, then

— T %
on cdf, not pmf — ¢ ‘4,71 (i (X)) = Foj = B x
» Coefficients estimates could be very different from proportional
odds model, but predicted values usually are very similar &i1.R3202
p y C._ry__ ;]

. z <
« proportional hazards model (F=edreme wlue dist.) Blz)e< 7. 025 B()<0
p0f & survival funchion proportion hazard : Axt)=FKott) exP(‘BTX*)
<> Sx(t)=$o(‘\'.‘)exP('BTx*) —_—
> cdf e hazard T survival function ot x

» Developed in insurance application: when issuing a life

Consider the case] insurance policy, the insurer is interested in the prob. that the

z,;jﬁ:',f,’f:’); person will die during the term of the policy given that tglsy
"))
G—

F - a lifetine ' - Su(ta) [ Sotta)]€¢P(-
At ey are alive now = P(d.eatSS'lagezS"S) = -[ =]

» This is not the same as the unconditional probability of deatl:—l

Suppose we use the complementary log-log link, i.e.,P (die at 55)

log(1-3)=- exp(Bej-Ex)& log(— log (1 — ;(x))) = Bo; — B x*
Then, the hazard of category j is the probability of falling in
category j given that your category is greater than j:

» Concept of hazard
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