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 Reading: Faraway (2006, 1st ed.), 4.3

l1 l0 l0

l0 l2 l0

l0 l0 l3

 Generate a vector with I2 components for an 
(I+1)-level nominal factor with the structure:

Y ~ X1 + X2 + QI-factor ≡ Sqindep2

 Deviance-based/Pearson X2

goodness-of-fit test for Sqindep2

QI-factor =

Three-Way Contingency Table
• The π’s and Y’s are defined in the 

same manner as in the 2-way table

• Poisson GLM approach to inves-

tigate how X1, X2, X3 interact

Mutual independence (X1, X2, X3 are independent)

X2

(1≤j≤J)

X1

(1≤i≤I)

X3

(1≤k≤K)

 πijk=πi++π+j+π++k



p. 5-23
 Y ∼ X1 + X2 + X3 ≡ S1

 The estimates of parameters in this model

correspond only to the marginal totals yi++, y+j+, and y++k

 The coding we use will deter-

mine exactly how the para-

meters relate to the margin totals, 

e.g., let β be an main effect of X1

that codes i1 and i2 categories as 

0 (reference) and 1

 Insignificant factor, say X1  π1++ = π2++ = … = πI++

 Joint independence ({X1, X2} and X3 are independent)

 πij k = πij+×π++k ⇔ πij|k= πij+

X2 X3

X1

X3=3X3=2X3=1


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Conditional independence (X1, X2 are independent given X3)

 πij|k=πi+|kπ+j|k ⇔ πijk=πi+kπ+jk/π++k

 Y ∼ X1 + X1:X3 + X3 + X2 + X2:X3 ≡ S3

 Q: can this conditional independence

imply independence between X1 and X2, 

i.e., πij+=πi++π+j+? (Ans: No. Check 

singular value decomposition in LNp.5-15)

X2 X3

X1

X2 X3

X1

X2 X3

X1

X2 X3

X1

X2 X3

X1

X3=3X3=2X3=1

 Y ∼ X1 + X2 + X1:X2 + X3 ≡ S2 (⊃ S1)



 Note that               , but X2 is jointly independent of 

{X1, X3} implies that X1, X2 are independent given X3

X3=2X3=1 X3=3

+ +

=


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