
p. 5-1

• Two cross-classified categorical variables X1 and X2

Two-way Contingency Table

 arrange πij’s in the cells of a 

rectangular table having I rows for 

categories of X1 and J columns for 

categories of X2 to display the 

population distribution

X1

X2

1 … J

1 π11 … π1J π1+

… … … … …

I πI1 … πIJ πI+
π+1 … π+J π++=1

• Classifications of subjects in some population

on X1 and X2 have IJ possible combinations. 

Define the population parameters:

X1 has I categories, denoted by i = 1, 2, …, I

X2 has J categories, denoted by j = 1, 2, …, J

population

 and  marginal proportion



πij = the proportion of the subjects in the 

πij = population with X1=i and X2=j

p. 5-2

Are X1 and X2 observed from a randomly sampled subject

independent, i.e., does X1 affect X2 and vice versa? 

If X1 and X2 are independent, then

• Q: For the population, what questions
Q: might be of interest?

 and

 and  conditional proportion

 For 2×2 table, odd ratio
π11 π12

π21 π22
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p. 5-3

X1

X2

1 … J

1 y11 … y1J y1+

… … … … …

I yI1 … yIJ yI+
y+1 … y+J y++

• For a sample drawn from the population, let

marginal totals (row totals or column totals) 

For I×J table and any 1≤i<I and 1≤j<J, 
πi j πi J
πI j πI J

• The above treatments for π’s and y’s can be 

generalized to more than two categorical variables

• Q: how to model the data (i.e., what’s the joint distribution of yij’s)?

The statistical modeling of the data
depends on the sampling schemes.

yij = total number of subjects in 

the sample with X1=i and X2=j

grand total

• When the cells of the rectangular table contain 

yij’s, it is called a I×J contingency table

p. 5-4

consider an example of wafer data:
Qua-

lity
No 

Particles Particles

Good 320 14 334

Bad 80 36 116

400 50 450

Consider the sampling schemes

 Note 1: the first three schemes are all plausible

 Note 2: scheme 4 seems less likely in this 
example; such a scheme is more attractive
when one level of each variable is relatively 
rare and we choose to over-sample both 
levels to ensure some representation

1.Observe the manufacturing process

for a certain period of time

2.Decide to sample 450 wafers

3.Decide to sample 400 wafers without 

particles and 50 wafers with particles

4.Scheme 3 and the 450 wafers must also include, 

by design, 334 good wafers and 116 bad ones

• Scheme 1
y: fixed; Y: random; red square: free

Model:

X1

X2

1 2

1 Y11 Y12 Y1+

2 Y21 Y22 Y2+

Y+1 Y+2 Y++
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p. 5-5

Suppose the data (from an I×J table) is 

fitted with a Poisson GLM with log link

 When πij=πi+ π+j (X1 and X2 independent),

 For a random sample, can assume µij= t×πij, 
where t is an unknown value of a size variable

X1 (=i) and X2 (=j) are covariates

 corresponds to a main-effect model, i.e., Yij ~ X1+X2 ≡ S

 corresponds to the model Yij ~ X2 (or Yij ~ X1)

 Response: Yij ~ Poisson(µij), i=1, 2; j=1, 2

 When πij=πi+ π+j and

p. 5-6

 Q: what type of π’s corresponds 

Q: to the following models?

� Yij ~ 1 � Yij ~ X1+X1:X2 � Yij ~ X2+X1:X2

 When πij≠πi+ π+j (X1 and X2 not independent) 

 may consider Yij ~ X1+X2+X1:X2 ≡ L (saturated model)

 add interaction X1:X2

 XTY is only related to marginal totals

 for example, for main-effect model Yij ~ X1 + X2

For models without interactions, 

Recall. For a Poisson GLM with log link, 

 the fitted values is a 

 function of marginal totals

To test whether πij=πi+ π+j (H0)  H0: S vs. H1: L\S

 Deviance based: 
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