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• Testing for log-linear model:

Consider two nested models S (s parameters) ⊂ L (l parameters)

Test statistic and null distribution D for H0:S vs. H1:L\S

⇔ profile likelihood confidence interval for individual parameter

where dfS=k−s and dfL=k−l
(cf., same asymptotic properties as for binomial GLM) 

An alternative for testing significance of individual parameter:

Wald test statistic for H0: βi=c vs. H1: βi≠c

• Pearson X2 statistic of S (an alternative goodness-of-fit measure):

⇔ 100(1−α)% confidence interval: 
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 Pearson X2 often used in the same manner as the deviance

Pearson X2 typically close in size to the deviance because:

Overdispersion  large DS (goodness-of-fit test rejected)

Other possible reasons causing largeDS should be 

examined before concluding there is an overdispersion. 

For example: (1) outliers, (2) wrong Xβ structure, …

A mechanism that can explain why overdispersion appears:

yx|λx ~ Poisson(λx), but λx is a random variable

 Example: tendency to fail for a product may vary

from batch to batch even though they have same x.

• Overdispersion under a model S, i.e.,
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 Suppose that λx ~ gamma distribution with 

 Then (exercise), yx ~ negative binomial, yx = 0, 1, 2, …, with 

E(yx)=µx but Var(yx)=µx×(1+φx)/φx ≥ µx=E(yx) 

For overdispersion cases, we can model yx as:

 When mechanism known  can model yx as a negative 

binomial response (or other more flexible distribution)

E(λx)=µx and Var(λx)=µx/φx

 When mechanism unknown  can add

a dispersion parameter σ2, which is an 

unknown constant for all x’s, such that:

 σ2 = 1  the regular Poisson GLM; 

σ2 > 1  overdispersion; σ2 < 1  underdispersion

 Estimation of σ2:

Var(yx) = σ2×E(yx) = σ2 µx
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Note: the estimation of β is unaffected by σ2 

choosing a dispersion parameter other than 1 has 

no effect on the estimation procedure (IRWLS) of β
(cf., similar to Normal LM and binomial GLM)

 When comparing two nested models, an F-test statistic:

should be used, rather than the chi-square test. 

The F-test is more reliable than the z-statistic

 No goodness-of-fit test is possible.

The standard error of should be adjusted for 

 scale up the standard error by a factor of 

The z-statistic (Wald test) and its corresponding 

confidence interval should use the scaled

Denote

• Prediction of µx at under a log-linear model:
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