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P(.)iss'on Regression # of cowvriate P
e Recall: in binomial GLM, observe data
MTHZQ,QI}@,.. xzm,yz)‘i—l 2 ..,E
— _M_Si
< (X5, Y1) < (X Yx)  binomial (flx. Px)

where y, 18 bounded by n, = number of total trials at X, L.e.,

T g S PBor, !IQII"I
z—uﬁ& 0=<y,<n, and nyis a fixed and known number (or ) ials
| T ie,Nx's aregiven indata

4:non-1 > Q: what if the upper limit to* Yy 18 mﬁmte or effectlvely 507

N
% » Some examples of such yz.__]' e "'zy.t? 0 e, oﬁmwm but
number of incidents involving damage

response| o ships over a give period of time _ Some eueqt observed
MM s@radiation counts as n’lgqsured in, say, f, ‘:}e_;rdgamenstoxli or
upper particles per second by a Geiger counter region. (2-dimensional)
Limeh: »@number of species of tortoise found on 30 1slands‘_|

LNp.2-24~26—y WNp 2-20~2I—,
» For such y,, can use Poisson GLM or negative binomial GLM

> If Yy is sufficiently large- nggeﬁ%ssmuuwg
— may fit a Normal linear model: y, = XB+ 54.! o

« IfY, is Poisson with mean £ (>0), then [wariance sbuckure Ts conrolled|” **
yx T asafuncion | by mean structure = Know mean.

e Bx X px?=  of cowriates |
_ s 3 - variance Known
P(Y yX-J yx' ) y_x—971727; $md03ﬂn§}__2f__ﬁtu¢
pmf of Poisson = ‘mean =variance js| = But. mlghtneed{mgbgck
WNp2-PD E(Y,)=4, and Var(Y,)=L " for gver-di;
25~26 _ '/Z-Way
Y,~Poisson(4;), ©=1,..., t and independent,@
; f cellcourts 7- 20 I’c“‘!‘ .
then Yi+.. ~4Y, ~ P01sson(,t_11+ +,uf) ‘ "y ~Risson
NS must 1=> useful if only aggregated data is % T -b
in hinomial observed, say y, is aggregated over xm@ & ﬁ Sﬁﬂm%
GLM| > Some rationales for using Poisson for count response gcha/;::(:‘%&
then, Yx<<hlx

= When yx~B(nx, py) and n, is large while p, 1s small

in mosk cases

binomig| pmf —~ E—’b‘m Np2- 2“-1 e~ mPx (n, py )yx"L& sson pmf
[But, Rissan. GLM Nx nx—yx L, xPx

chudies X M, 1 _ px) - 1 = MPx F Nx Px
rother than, | ——2— LE E(¥x)=nxP Yx: "% 1o need to

Xe> Py i knowng’g
“‘-’J'G;L o example incidence of rare cancer in a large sample n Bis n

binpmial canonical link. — T_ R, is small £ Ny is large
(-.x;';&udi o For small p,’s ‘ofbuz.Pi(GLM canonical link of Poisson GLM (UVP(‘_#)
nx—loglt(px) log< = )&log(&) log(px) — log(nx)
closeto] when Fi=0 ~ mwcmpmu-j =3

X
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_lThw Bs have | = in this case, the use of the Poisson GLM with ([Recal 8" *
shauldh%f:mgé& a log link is comparable to the binomial GLM—O@I
|estimated values | with a l_oth link, especially when n’s are similar. pao
Pwﬁ"f Suppose that P(once on (t. f*‘ﬁ]) _%ﬂ_ (£1), where ﬁLSSmall

i3 % i
Suppose that the times between E(M)"M Plonce)=2AR

Count. called of time nferval £ occurance rate (usit:2/g1ya%)

Phisson Bogess .Probability of an event occurring once in a given short
sh&gld% time interval 1s proportion to the length of the 1nterval__‘*
o echer The numbers of events in two disjoint can be changed to a
e caary | 2.~ < are indenend (geographic) region
violated tn time intervals are independent or space
the data (e, Then, the number of events in a specified ~Pisson. |
Aismka | —= : : o (Alta-t))
constant | time interval will be Poisson distributed —
over fine) — iz

Example: number of incoming -
telephone calls/earthquake in [#, ¢, ] b Ik

any two adjacent events are 1.1.d. |time " TTaTe, - 4 exp(A)
@]&' as exponential distribution «-withmean YA - —{Fi
. je— . . o D2 : f D
distribution]” = number of events in a given (uik 2%z = iy
time period 1s Poisson distributed. ] 32*19:
. 3 components of Poisson GLM: »@ J@__‘ p. 4-4
m re T exp . T .
v Poisson()r (g a5 )[4 2 s = g R
omrigtes3 tiMﬁR. , = average count
XB=> 75 Bj X h'(Xl, o, Xm) = x(P) €(0.0)
sample size|

<3 of | = Fori=I, k denote the ith row of X by

B, (ﬂq) b, = (hl(xz) o hp(x0)" =, = 0B

i‘m R—usually, Hnemizﬂettem

P link function g: g monotone and differential, and = g(L)

o [for Poisson GLM, g: (0, ©0) — (=00, ) | Ux= g_(_'zx)]

cher.kAmLNp‘»‘Z

-Log-lznear model: 17, = jg(gx) = L = exp(/],) < canonical link|

* Log-likelihood of log-linear model ! is the suff. stat of B

ol = Lyector of response data (check LNp4-5)
(B = log< k ) 'X% ) joint pmf
= __Z Yi of 4., Y8
() ==—>"" [ i log(pix,) = fix, — log(yi!) |+as a function of ;%
z, = S0 [vi nx, — explix,) — log(y;!) | +as a function of 2:'s
g 4P S [y, (0,7 8) — exp(hyT8) — log(yt) JoF g Bakion
1 =i=1 = 7

=
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* . Estimation (MLE) of B: 59 & ol lng-likelibood of ithoks. 4. DPE = _ﬁn_l'." ®
. -= - R :
> Partia] Pychainrdle— B i 3By Tisi i 22i 284 (if =Rij

derivative 7[(5) — .ﬁ_l[ i hi; —exp(h;" ) h;; |
of I(f): = — —jth
oftdy: = S0 [ exp(hTp) Ty kTS X
R | — —UL
> Set 9I(3)/0B; =0, V j. The MLE £ is the solution to: F:)
m ) : Sybsti
Lesmng L= Zz&:lhii% B Zz&ﬂh-'i“_:—: 1=L....p

= T T T . G
R gife—cs X'V - X =00 XTY zg]@}o on e just set et
normal o Note. dim(i)=dim(B)=p

A —— A — T A
where p = @(ﬂ) = exp(X é) eguationl—p{ But.dim(Y) =8 (2p)
_ = The link function having the property 'ﬁ‘f’j,%mmch X" excsts)
XkB=XY [o X T p=X TX is known as canonical link. | & Z=Y

28000 | The canonical link for Normal linear model is identity link:

~ =)
EY)=p=n=X43, and for binomial GLM is logit link.
EY)=p5m B, tgcTeck

TS » For Poisson GLM, no explicit formula for 6 = must resort to
= (Fiax) 22 Egmerlcal methods to find a approximated solution (same
—  numerical method, IRWLS, as in binomial GLM, future lecture) >

*® . Deviance of log-linear model:«~Recall Reviance analogaus to RSS in LM (LNp3-8-49)" **
din@)-dn(2)-8 > din(®)=E A<=l

For a saturated model L_r = each i can in [0,00) &
the MLE of 4 is y,; e———{ the MLE of one obs. 4iis Ur=4¢
(-7 o —— 8| o~ Sample size ~| (also.check LNp 3-9) J
For a model S with s (< k) parameters, denote its MLE (¢ _,2;_—;;&=
= of 44, by fix s . Then, the deviance of S 1s (considering f’}'g:’lz‘,’s s
XS the intercept

=en(fxBs)lthe likelihood ratio test statistic of Hy:Svs. Hi:L'\S):
sisag-diml D)

o 2(lpx —1s) “*” 9§(35/ ]
s | B %Mp £(Bu)

s§)= LNp.3-8

s B ) ST
By (3¢ in LNp -4 3 i, s =9

) ¥ — (exerase)E ress this gs@og in
> D Ds S X%—s when § is the true model | terms of j):porsg (checic LNp.4-4) l
test skat- : |A1 In binomial case, asymptntics hold as ay's—» 0.

|

;T
Ds |= can do goodness-of-fit test (Note/ 2. In the approximation of RPisson to

iy binomial (LN, =
"“ﬂ,-dﬁt 1t 1S because ,L_IX E(yx) Var (yx) ) > Ux>D is ;;_l/__)z‘; :mi"é',‘g

A-s
(Q: what should tend to oo for this asymptotws")‘-' hold as uy’s > orlage

gut- uxsarelgnkm
2 What should we check
» The D is known as G?-statistic in the ¢ Pearson X in data? Notg, s <EC4)

analysis of contingency table (future lecture) = dx's large (say,25) N
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