
p. 4-1

• Recall: in binomial GLM, observe data

Poisson Regression

where yx is bounded by nx = number of total trials at x, i.e., 

0 ≤ yx ≤ nx and nx is a fixed and known number

 Q: what if the upper limit to yx is infinite or effectively so?

Some examples of such yx:

 number of species of tortoise found on 30 islands

For such yx, can use Poisson GLM or negative binomial GLM

If yx is sufficiently large

 may fit a Normal linear model:

 number of incidents involving damage 
to ships over a give period of time

 radiation counts as measured in, say, 
particles per second by a Geiger counter

yx = Xβ + ε
p. 4-2• If Yx is Poisson with mean µx (>0), then

E(Yx)=µx and Var(Yx)=µx

Yi~Poisson(µi), i=1,…, t and independent, 

then Y1+…+Yt ~ Poisson(µ1+…+µt) 
 useful if only aggregated data is 

observed, say yx is aggregated over xm

Some rationales for using Poisson for count response

 When yx~B(nx, px) and nx is large while px is small

 example: incidence of rare cancer in a large sample

 For small px’s, 
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p. 4-3

 in this case, the use of the Poisson GLM with 

a log link is comparable to the binomial GLM

with a logit link, especially when nx’s are similar.

 Example: number of incoming 

telephone calls/earthquake in [ t1, t2 ]

 Suppose that

1.Probability of an event occurring once in a given (short)

time interval is proportion to the length of the interval

2.The numbers of events in two disjoint

time intervals are independent

Then, the number of events in a specified

time interval will be Poisson distributed

 Suppose that the times between 

any two adjacent events are i.i.d.

as exponential distribution 

 number of events in a given

time period is Poisson distributed. 

p. 4-4

• 3 components of Poisson GLM:

yx ~ Poisson(µx)

 For i=1, …, k, denote the ith row of X by

 link function g: g monotone and differential, and ηx= g(µx) 

[for Poisson GLM, g: (0, ∞)→(−∞, ∞) ]

 Log-linear model: ηx = log(µx) ⇔ µx = exp(ηx) 

• Log-likelihood of log-linear model:
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p. 4-5

• Estimation (MLE) of β :

Partial 

derivative 

of l(β):

Set The MLE is the solution to:

 The link function having the property

is known as canonical link.

For Poisson GLM, no explicit formula for  must resort to 

numerical methods to find a approximated solution (same

numerical method, IRWLS, as in binomial GLM, future lecture)

where 

 The canonical link for Normal linear model is identity link: 

and for binomial GLM is logit link.

p. 4-6

• Deviance of log-linear model:

For a saturated model L*, 

the MLE of µx is yx;

The D is known as G2-statistic in the 

analysis of contingency table (future lecture)

For a model S with s (≤ k) parameters, denote its MLE

of µx by         . Then, the deviance of S is (considering 

the likelihood ratio test statistic of H0:S vs. H1:L
*\S):

 when S is the true model

 can do goodness-of-fit test (Note. 

 it is because µx=E(yx)=Var(yx) )

(Q: what should tend to ∞ for this asymptotics?) 
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