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» Some possible explanations for large deviance D Dy, say when

1.
check [].: S 1s correct is rejected (cf., possible reasons causing gg” larger
mm OJ_L

analysisthan 02 in Normal linear model) Mwma Aﬁ*ﬁhm nas large

ldmiﬁ" > Sparse data (i.e., n,’s too small) = Ds ~ xj_ Xe—p is questionable
patteral DPresence of some outliers (can be detected WMM“MM

in diagnostics for GLM, future lecture) i-é-everall pattern, someg.
check 2nd 2 R = ) needmagmdandm_mi

infe-@For a larger number of outliers, we mlght conclude that they
Np3-31]  are not exceptional = something amiss with other structures

» Wrong linear structure in /7, < deterministic component @ in L\p 3-5 <
to .ﬂmple.
> Covariates not transformed/combined in a chwgegggm@ LIE

2=, s>add

r : LI Sﬂm
%ﬁ"‘.‘ﬁ""‘ correct way (diagnostics for GLM can help)2s °

_——>x °fx

check eample ®@IMportant covariates are not included (= cause 2 o vt indatn,
o "”P'a'aq"‘overdispersion if these important predictors are not avallable

Wp3-5 _@Deﬁcwnmes n the random part of GLM (i.e., y, not binomial) «<

{0.1.2,  IDe—
Consider two scenarlos when y, not binomially distributed: |4y 02

likefihood
over-dispersion: Var(yx) > nxpx(l — px) 75{ 5?-2%‘) assigned?

under-dispersion: Var(yx) <K nxpx(l —px) | (inrare cases)

p. 3-39

[Note: yx ~ B(nx,px) only when the corresponding n, z,’s _ "~
cowariates b are (1) independent and (2) identically distributed as B(1, 1_95)]

Yet this (important) covariate was not recorded. | lb%t t‘:n

0<T2-2855¢] o Q: How can the heterogeneity cause overdispersion? ¢. "
MMMSBQ (1) the sub-population of X=x can be divided into clusters
pmunits | x| (families, litters, ...); (i1) 1 clusters sampled, and (for |"°"”°

1% cluster®
oo | 32038 | simplicity) m units drawn from each of the [ clusters; tom..me
2% cluster

oozzzl | (111) total number of units sampled at X=x is n=[xm.
(not sampled) 001111 - -

: : «In the 3" sampled cluster, =1, ..., [, s
u'h clusters I%J (_-f— )
ln0oogt

" number of successes = si~ B(m, Tg)g—. e, Sc|me
where T.’s could vary (say, vary with other covariates)

@sampled)

: "
eg. afuxtionof |- « Regard Ti,’s as independent random variables <- - sampling.
gther conafial2$h  with mean p and variance T2 p(1=p) « ;~population dst. of P

If theyare in data, 9
assign their 2 €fo.1
?ﬁmhmz * Y= STt Xz ] B
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PR TARAQF() - LE(s) - LELEGIN) - timp = npe-GLo
clusters Va,r(y) Z Var(s ) > {E[VCLT(S |T[L) ‘f‘VCL?“[E(S |T[L) }

Swhats if not?| == '
(#) In LM, if assume 7 i :ZZ-{E[W_TQQ—E)H@(@E)} Inzcg) F

X~M&e,1); 4ok bing- 1= [X{mp — m[sz(l—p) +p2] +m- sz(l—p)}

L-test > Z-test ol if 6231
Emt gt | Tt e [ DP1np(1=p) > np(1-p) T eremsn

Y~NGB,6*1) JoOverdiSperSion cannot arise when n=1 (sparse case)&m=1
V‘"'(g) @ . Vrolatlon of independence assumption can cause mzl Z-stm

= 5, Vor(Zu & over-dispersion, e.g., response has a common |in L 3-39

Lte(l_-emause say a disease is influenced by genes, the E‘Q—V)‘E[E@l&d:'
+2Z@(Zg 2 responses will tend to be positively correlated cezm zu-Eﬂ—'E)

| tvinrnt: o under-dispersion, e.g., when food supply is limited, P(gf-lsla)

=nr0-p0 | survival probability of an animal may be increased |>P(zy=1|

M(A)m r by the death of others, i.e., negatively correlated S<E | zg=1)

MLKE.
mm.nstmctuye

e p

=_ Q: how to model overdispersion and do analysis? [' o e

Note | 3> Introduce one additional dispersion parameter 02, i.c., ¢/ %= =¢Befe
nok: s check (*)‘:I

:ﬁ,’g Var(yx) = o= X nxpx(1 — px) O notice its similarity to linear model

Jefined by g°(7,)= i&)/m—j_ often include under- dispersion —» g3< 1 2
(standard binomial case = 0°=1; over-dispersion = 0>>1) :’9‘“%
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