NTHU STAT 5230, 2025 Lecture Notes
€ « Prediction of future binary observation z, and classification

—® 2 categories: A, conbour =0, =0.
2_ - Q: What is a classi-["2 %4 ’//7 e % UL %&%
& fication problem for] > 4, 1,0 |

z B  hinary data? —— Bernoulli

X :covatiates e :
@ » The prediction of z, is based on whether under mﬁ‘iﬂ %2
X

3 % the fit px, at X, is greater (then, predlc Zx —l)ﬁdzﬂﬂ

p. 3-28

lﬁ.lﬁ
R

liliﬁ*

2
(eg,,Esm or less (then, predict 2,,~0) than a given p, = mmr ey

s;‘mﬂg[;ng loss1=l R,=0.
;—@ p, often chosen to equal 0.5 < loss las:filogzigz ten;__;;a
i.e.,choose

predict Zy,=0 = B, >0.
the catagory| ® for cases where the losses due to mis-
with larger|  classification are not symmetrical, p,

pm.d.s:.tzdm bty | Other than 0.5 should be used, such as @: Maasur.hmmm ?
disease diagnosis, credit scoring Ans. LM uses funckion of 14i - gilos | m’
(Exmmeric] gspmmetric case: larger lass if 4 > %
- >In contrast to the linear model situation, there is no dlstmctlonsmller
chec
WNp.1-18

possible between prediction interval (P.1.) for a future obser- =
,;——VEltion z and confidence interval (C.1.) for the mean response

possible P1.9o | need to consider 2 surces of yariatipn: (@) in P, (obs. data) Ib) in B(%,Pro)
{0}.111, {Ql} (future 4x,) and (<) non-constant: warionce (d) discrete noturein 4x,
Q: How about P.I. for a future binomial observation y, ?»co cai:e-&-)

P p. 3-29

: » Prediction of effective dose (an inverse problem): «aigde —; ‘
lseﬂ:mﬁ > Q: What is an inverse problem? Estimate/predict the 5] Bar s L
producejen

set of covariate values x that meet certain condition. -

prediction. 5 P (response) o given — ; , P (response)
st [ e 6
< confidence +

interval given»Xo (covafiote) ml:%————&q (mnmte.) :

» When there is a single covariate or when other covariates are
held fixed, we sometimes wish to estimate the value of x,,

corresponding to a given p,, i.c., find X, , such that 77, —g(po)

{X: R=3"1)= g7 (RXB) } = T

» For example determine which dose X, lt:‘;’,j aﬂdq—‘ ;-.\.5 R=o§
logit(Px)|will lead to a probability of success po from classification? 72
=1x =« ED 50 (effective dose) or LD S50 ( ethal dose) py=1/2 =

| —-N

For a logit link with Q_:# =B+Bz, xpo (loglt (po) — 50) /B1 51
ﬁa?mdzr = Set py=1/2 (logit(p,)=0) and solve for T, = dp, = —@/&d
losit(R)-B, |» To determine its standard error, we can use 8-method:2(8.82.R)
i—é——& Sy 1T A 1,5y Confidence interval of Xp, -
var(y(B)) =y (B) wvar(B) v (p) {X; Poel Px,P_;ﬂ where

< Reading: Faraway (2006, 1% ed.), 2.10 E(x‘v’irx)" [PeP.listheCLof Pat X o
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N Estimation Problems — check Hauck-Donner effect (LNp3-12)

* Q: If we observe a dataset that has all 0 at lower doses and all 1
at high doses, (1) what does it imply? (2) is it a good thing?
(0.2) 3 Px AZ&I(B%B,A) Pc=1 +For(1), clearly, the effect of X (dose) on F is very
yl T (Boa. Bra) significant: (con be identified even withut analysis)

Teeporpix } B30 [ I (poy prizy *For (2). but cannot determine @ curve (ie. o fik) for B
m ) 2/ 8/1e—(Box,Bru) (" upper & lower bounds in Bx) = B very unstable (large se(f)
(om) O--=- i Ij > (cf.,unidentifiable & strong collinear problems in LM)
perfectly seperate —=' & » Recall. deviance : 4i«£»4c, all the curves perform

s The IRWLS algorithm for MLE (future lecture) _Re&fect in deviance.
p=e . q., 109-likelihood 2(B) is
usually converge (approximate) to the MLE fast eg., 104-likelihood
efﬁ..mn;stmdgﬂl_in&s—; usually wii:iyin,l_Qi{:era_.tionsJ_ % very Hak: around MLE

« However, difficulties can sometimes arise = convergence failJ
ottty

#© The following is a condition that cause the failure [2grups of dat can be

Lab| = the two groups are linearly separable <|perfeciy seperated by a linear function of X

p. 3-30

_(4. prob. p, ; -
z;_-{§,pmb_,_ - - : &g |each lines corresponds to
3 -{: ok , B=1 ] ang.stma%o;-&
Prediction of an infinibely many lines (i.e.,
inverse problem | - =, % B) can perfectly seperate

based on'-g.fi_t— o Ts 2lo 2‘5 3lo b 4] 3‘5 4|o 4|5 the -2—2'0_‘425— I:>
@ . -~ ; 7 LL: . 3-31
o Pi =% > Yi=Yi = verygood fitting *
» Deviance would be small L2 A good fitting

» Estimation of fis very unstable = large standard errore{ ' close to

— Wald test insignificante . E-k'/se(éi) smal| (But, deviance- "’MW%
S — o bosedtest for pi=g \AMMSFR)
» This 1s an “embarrassment of riches” g1 valid ) Why > Consider the example

P | = Perfect fit is possible, ""LNP-E_E Q:Z=Bo+§nzpag_%t %ng:%
gzégmd but estimation is a problem &;%;g’&ﬁ&% le o > large

t & Wald fest (or 0.3 mixed ground)
[,—’®Lesson for data collection = should get Y~ 3;% =
mghtbe " n some z’s where y./n. % 0 or 1°(Q- . [Indassification.,
Ya y./n, 20 or 1.(Q: data closer to
mﬁg‘-& why there is no such issue in Normal y?) theboundary
the value of tue 8 | Wse nditond ek, anitioned on the suff | [ x| inprnation.

» Alternative fitting approaches %Mm&g.mr%' 7% L (check Tatie39, LNpa-11)
%wivﬂg—‘ Eexact logistic regression (Cox, 1970; Mehta and Patel, 1995)—-‘l

Bias reduction (BR) method of Firth (1993): remove| Although

Cl che‘c,kthe O(n™!) term from the asymptotic bias of 3, E—éﬂE(é)ﬂEkﬁ’
Lob . S . %P
* Instability in parameter estimation will also ﬁ&esa’;.gel w

occur in datasets that approach linear separabilitye | bias=E(Bu.g-B)~0()
+ Reading: Faraway (1% ed.), 2.8 Recall. ﬂﬂdﬁfﬁlﬁﬂm&wmﬂ E(eg' B) ~o(n;2.)
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