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L—'@ Suppose y,’s are truly binomial and n,’s are relatively largeEWtfﬁp' =

T check® in LNpB =1

E"@Test for goodness-of-fit (or lack-of -fit LM.LNp p-6~10) |E X.x.s) k-s. SM‘IMM

oRr?_If the model S is correct (H,), under Hy: Dg ~ y?” "< asym null dist.
@ Testfor Soturoted model : Hi 1 H et ¥ of covariabe classes '
=dfs<%>df of a

—> can use deviance to test whether the d‘—”‘(SEWT
model)| | model in LM =

in LM Jmodel is an adequate fit (i.e., not rejected) dim (residuals)

In model-free information
The chi-square (null dlStI‘lbllthIl) 1S @: ofgj_‘%n ;::; m o

only an approximation that becomes why donoff_nm it here?

ted
mear S | more accurate as the n;’s 1ncrease * For binmial 4;: knoy zunar’zmz 5‘:‘2‘5‘!”‘“ e

caccect [often suggestn,25] “ -— l.Bf & ﬁéeﬁmted

» Use deviances to compare two models § and £ where S nested in

» Larger model L: deviance D é‘aﬁd df, (=k-1) (L Sat. Em-li-l
~_ > Smaller model S: deviance D and dfs(=k—s) [Se5ar ) tole sumted
y 1> To test H: S (say, AB=c) vs. H :L\S, the LR test statistics 1s

as adding m‘,‘-ﬂ—-———‘__‘ L(Bs) L(Bt) , L(Bs) T [Np 38
more effeds| 0 < DS_DL"" 2"’3[—@-] 2I03[ £L(BL) oC(Bint)]

which is asymptotically distributed as des df;, under H, | -
when (%) hold —* — < B

« In terms of the accuracy of null distribution approximation, nested’ a

test is generally better|than goodness-of-fit test_|Ds: oe| [Ds - D
1*ldeviance| |2 deviances

(Wald test) alternative test for—lcimfge"ce SW"P"Q —— lss pomnders

~ =0 vs. H,: B0+ S ¢ L c SaL.
i —; ET “L Note. Itstmltalsodzpsmkﬂ_ | mace parameters
A=(0.-0.10.. o) lwuer;[.ﬁz 'g what: other effecks are in the model, .., testing Ho: By=0

test statistics: = z-value < N(0,1) (under H fwhes 0""5 Ton,

L: XuBu=Bo+ -~ +BiRi+~ +Boflp 36(51) b reject if Ls T~No. D} could have__«L
St XobsBor - BoRir+Bobo| |- [t 21108 3277 mﬁdgfm
> Recall. Consider the MLE © for estimating © m, / § se(Be

heck ) ® Asymptotic normality: B2 N(8. —Q—-I) G0 &
@ = Linear transformation: A@ 2 N(A.ALGY'AT) LFisher information

in WNp3-1 . Wald test statistic for H,: A@—c VS H,: AO%cis: mALTLX
tﬂw%ﬂgggmﬂ | (A8-¢)[A168N 18] (A-c) & Nny (under Ho

» Can be generalized to H,: S=c or H: f=c or H Af=c
» In contrast to normal hnear model, these two test statistics

(deviance-based and Wald) are not identical FWhy N(o.2)?
L jRSSW'RSSnM( = ~ ~ -»)l(o.n
InLM, RSSn/ df R-éfn% Bi/se(Bi) ~tupn|Siane >

made by S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 5230, 2025 Lecture Notes
&

* Brief comparison p. 312

» Deviance-based test requires finding the MLEs for both

ortr(tod)els Sand L, vit(lg‘e) Wald test needs just one MLE (for L)
— deviance-based test requires more eo%f)utatlon ] l\ —19’—"f‘-‘°ﬂt

) > Hauck-Donner effect (Hauck and Donner, 1977): ‘,2_9‘
for sparse data (i.e., many n,’s=1 or small), the l insignificaal

standard errors canl)iover-e_stimated and so the o

especially | # z-value 1s too small than 1t should be and the

Px
upper |, 14
when gi| significance of an effect could be mlssed bound|” r! n
0

Sarauay hy?)24; >,

Fom 0. —> deviance- based test 1S preferr un ess bo,md

computation is too burdensome Check ezhmnhmpmhlmﬂ-}‘
(LNp.3-30)

T (test statistic)
» 100(1—-0)% confidence interval for £, o
canuse 4

e [®Duality between confi- u;m_mj o
dotests| dence interval and tests HO‘HBFﬁf
vs. Hi: Bi % B7
» Approach 1: (from Wald test),_, Lagc&%m —
r—__961 T Z(OZ/Q) X SG(B’L) region of
L— gstimate t (critical value)x se(estimate) &-—19—)

Hy: 0=6,vs.|
H,: 626,
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