
p. 3-4
 Normal approximation might be too much a stretch

when ni’s not large enough or px≈1 or 0

 Some of these problems could be corrected

by using transformation and weighting

Generalized Linear Model for Binomial Data

• Recall: linear model

model description 1: Y = Xβ + ε, ε ∼ Ν (0, σ2Ι )
model description 2: Y ∼ Ν (Xβ, σ2Ι ) 

 Y ∼ Ν (µx, Σx) 



 µx = ηx, Σx = σ2Ι

Q: which description can be generalized to binomial data? 
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• 3 components in a generalized linear model (binomial example)

yx ~ B(nx, px)



 link function g: monotone and differentiable such that 

ηx=g(px)  px=g
−1(ηx) [for binimial, g:(0,1)→(−∞,∞) ]

Note. 
 Logit is close to the complementary 

log-log when px is small

• Common choices of link function for binomial data

Logit: ηx= log(px/(1−px))

Probit: ηx= Φ−1(px), where Φ is the cdf of N(0,1)

Complementary log-log: ηx= log(−log(1−px))

 Logit is close to probit when 0.1<px<0.9

(exercise: compare the 3 functions)
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• Recall. Likelihood-based approach for estimation and testing

Estimation: maximum likelihood estimator (MLE)

Testing: likelihood-ratio (LR) test, Wald test

• Log-likelihood of the binomial GLM (use logit link as an example):

• Estimation of β
Recall: in linear model, the LS estimator of β is also the MLE

For GLM, the concept of LS not appropriate any more 

 still can adopt the method of MLE

 maximizing l(β) as a function of β to find MLE

Obtain MLE by solving  ∂ l(β)/∂β=0:
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Usually no explicit formula for MLE of β in GLM

An algorithm (related to IRWLS) to perform the 

maximization will be discussed in future lecture

 Q: What is the estimated covariance matrix of the MLE? 

NTHU STAT 5230, 2025  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)



p. 3-8

Inference

• RSS (in LM) and deviance (in GLM)

Recall: in linear model, RSS play 

a critical role in inference

 Q: In GLM, what is the concept similar to RSS? 

 consider two models L and S

 a larger model L: l parameters and likelihood LL
 a smaller model S: s (s < l) parameters and likelihood LS

 S is nested in L (S ⊂ L), e.g.,

 Q: How to evaluate whether              are close enough in GLM? 

 To test H0: S (say, Aβ=c) vs. H1:L\S, likelihood 

methods suggests the likelihood ratio statistics:

where dfL\S=dim(L)−dim(S)=l−s.
p. 3-9

 Suppose that the larger model L is saturated. 

We have                 under L, and the LR test statistic becomes:

where         is the fitted values from the smaller model S.

DS is called deviance of S, which plays a role similar to RSS

 Since the saturated model fits as well as any 

model can fit, the deviance DS measures how 

close the (smaller) model S comes to the 

perfection (i.e., D=0 under saturated model).

 Deviance can be treated as a measure of goodness-of-fit
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