
p. 3-1

• From each unit, observe data

covariates (explanatory variables): x=(x1,…,xm) 

response: zj’s, independent random variables, zj equals 1 with 

probability pxj, and 0 with probability 1− pxj

 objective: determine the relationship of x=(x1,…,xm) to px

(cf., linear model)

• Covariate classes

Sometimes, several units have same values of  covariates

Split the total sample K into k groups of size n1, …, nk, where 

each observation within a group has same values of covariates

The groups are called covariate classes

Binomial Data

p. 3-2

• After grouping, data can be expressed as

response: yi’s, independent r.v.’s with distribution B(ni, pxi)

• Advantage of grouping

Data is easier to view and store in the form 

of covariate classes (K units → k classes)

Grouped case and ni’s are large  can use 

Normal asymptotic theory or fit a linear model

(cf., un-grouped case, regarded as ni=1 for all i

 different asymptotics)

• Warning:

yi ~ B(ni, pxi) when the corresponding zj’s are (1) independent, 

(2) identically distributed as (3) Bernoulli with same pxi. It 

should be checked whether the 3 conditions hold.
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p. 3-3

Be careful about reducing

raw data to covariate classes, 

e.g., the reduction throws 

away the time order of zj’s

which may be relevant

• A linear model approach for binomial data:

yx/nx = Xβ + ε, ε ∼ Ν (0, σ2Ι )

 Q: when is the approach appropriate? 

 The pmf shape of the distribution of yx/nx
is similar to the pdf shape of Normal

 px’s do not change too much (say, 0.3<px<0.7)

Some problems with this approach

 Predicted probability may > 1 or < 0

 Variance of binomial is not constant

p. 3-4
 Normal approximation might be too much a stretch

when ni’s not large enough or px≈1 or 0

 Some of these problems could be corrected

by using transformation and weighting

Generalized Linear Model for Binomial Data

• Recall: linear model

model description 1: Y = Xβ + ε, ε ∼ Ν (0, σ2Ι )
model description 2: Y ∼ Ν (Xβ, σ2Ι ) 

 Y ∼ Ν (µx, Σx) 



 µx = ηx, Σx = σ2Ι

Q: which description can be generalized to binomial data? 

NTHU STAT 5230, 2025  Lecture Notes

made by S.-W. Cheng (NTHU, Taiwan)


