NTHU STAT 5230, 2025 Lecture Notes

Qcumna o irioble) \,, jot, matrix « Binomial Data "
« From each unit, observe data = th unit. In total,
. K units.
(wjlawj%---axjmvzj)vl: L2, o K, % fied

# of explanatory variables %
» covariates (explanatory variables): =(z,,...,x,,) [ ~Benoulli(Ag,)

%
» response: 2.’s, independent random variables, Z; equals 1 with

~
probablhty p,.» and 0 with probability 1-p,_ . sucess.
#_ assi onli depEnd= Zj O < Soilure
L ",e ’"ga.’Ene}}:: same;* La_l‘_4=ux=§(§g)e—>§_

= objective: determine the relationship of z=(z,...,z,,) to p, «=

: same objective (i.e., [
(c_:[ﬁ, linear model) © - CJ: thg'disbiwmﬁdy f eﬁmﬂ@ﬂs@&b&mm e )-
: But, dLﬂEm&t in the concept of Y=XB+EC, e,
Covariate classes response (s the SUm of the 2 component XB & Ef_-

converk: (suff. stk ) categonical response (Z's) into count: response (4's)
» Sometimes, several units have same values of covarlates

K=ni+- -+Nx <= # of units in T
> Split the total sample K into k groups of size ny, ..., Ny, where

each observation W1th1n a group has same values of covariates

» The groups are called covariate classes “?f:‘)’me theygr’:fﬁ&eg___{or Wluei

p- 3-2

» After grouping, data can be expressed as (—& Cth covariate class

+— # of cowarigte classes
:di%ﬁirxilvx§27“ Ly T3 ) 2 =1,2,. k, B anNpa_l
distinct X L—Z‘» j— (su_) oF js=1 in ithgroup
» response: y;’s ’S, 1ndependent r.v.’s with dlStI‘lbllthIl B(nz, px

« Advantage of%ézu H . Zk) S (g'a 32 3&)

oncal

» Data is easier to view and store in the form cam:eg _ﬁd&_#.%i
of covariate classes (K units — k classes

» Grouped case and n,’s are large = can use = N(np.np(i-p))
Normal asymptotic theory or fit a linear modeld- (M e &t —’! Q‘[ )
ﬁ‘i‘;@ (cf., un-grouped case, regarded as n, _lifor all ¢ — likelihood ap{roach
_ estimadt-ion MLE)
K-> = different asymptotlc o test (LRT) &

L e;’\’aﬂg» Zi5 G 415> Tost m& 7 (p.3-8u12)

rge: | > Y; ~ B(n;, p, ) when the corresponding z,’s are (1) independent,
precision &, (2) 1dentleally distributed as (3) Bernoulh with same Same p,. It

| %@d should be checked whether the 3 conditions hold.
2 actually,only (1) &(2) »
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N » Be careful about reducing might violate (1) <—

: 0. 1 clustered together
raw data to coYarlate classes Jgoohuzlgolnmb
e.g., the reduction throws Zt v *—';a":u

. N mng vip
away the time orderof z’s | ess 15 more 1-)

which may be relevant zg.—> 010010 - - - 210111,
-L--me

v P, 03<R<0.7
* A linear model approach for binomial data:|@problem: s large
—— MLE ot uni-variate (1group) | Lar($¥/n.)| e3———
;Dl yw/n _1_§+ E, gﬂN(O 0'2/) ——(—&““ Lot o
E(% s . >nok &
/@ Q: when is the approach appropr1ate‘7 '

:hm@w'bh
[i-e.. approximation 0K ?| {o,nx,,fx, . ﬂx ‘1}5,_/_:] |
n

When X s ® The pmf shape of the distribution of 1]
is similar to the pdf shape of Normal s P m
Soch Ei] 1B N when fix large (fask pro. ,.smngorl) -

p.’s do not change too much (say, 0.3<p <0.7) o L'~ :
zm;é also, Lo,g;f_(e)~g_bgw:thm_the M(LNPB-S)U B, =2 =1 =?
—_» Some problems with this approach [canuse | 1 Azoor Bxg

ceverdy | ®Predicted probability may > 1 or < 0 [ B30 | 47

= Variance of binomial is not constant tmu‘%mns&z- o— = %
L——p| mation | S 3

p. 34

« = Normal approximation might be too much a stretch

when n,;’s not large enough or p,=1 or 0 ->Recall. LMdata with response
having upper/iower bound,

= Some of these problems could be corrected g many observations of the

by using transformation and weighting response are close/egual
™ m.mg Lo for [ A0:tonstants variance L»formn_mnsmt to the bounds. ;
. 2/2

enerallzed Linear Model for Binomial Data

e Recall: linear model (0.4 .} Y- 2&% "“P""SC ~B(nx, p)

model description 1: X—)j@+ & £ON(O 0_2/) -

| @model description 2: ¥ N (X, &?/) @ 7
mndom /—;—._ pammeters (unknown but LT
{ PERL: L-% I;-UN( 2.) ;Ft_xg;! values ) =
(mM) F—L" functions (base functions)
faﬁ_}@{ﬁ T2 B MK, LX) = () e FBn 5 X
build the link. | T motrix  *— fFunchonal (expressed as ¢ with a [inear
b:wnm;_m_dgﬁ form fom ﬁ—mmr% F Structure btwn
inY 8 XB[@® My = 1> 2, = rcan be assigned afumﬁan‘oj:“ A5 & gﬁ-

(with parameters) i
Q: which description can be generalized to blnomlal data‘7 " re —
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