NTHU STAT 5230, 2025 Lecture Notes

Recal. B rman-»Some discrete distributions P

Definition. Bernoulli distribution - B(p)

A Bernoulli distribution takes on only two values: 0 and 1, with
probabilities 1 — p and p, respectively.

. _ px(l—p)(l_x), fr=0o0rx=1
* pmf: plr) = { 0, otherwise

e mgf: pe! +1—1p

e mean: p

e variance: p(1 — p)

e parameter: p € [0, 1]

e example: toss a coin once, p=probability that head occurs

Note: If A is an event, then the indicator random variable [4

follows the Bernoulli distribution. § s weJA
L>P=P(A) IA’n""R»IA(“’h{o,rfweA

p. 2-17

Definition. Binomial distribution - B(n, p)

Suppose that n independent Bernoulli trials are performed, where
n is a fixed number. The total number of 1 appearing in the n
trials follows a binomial distribution with parameters n and p. .

2 iexy(anak«‘o;q n B
? p*(1—p)" ) =0,1,...,n
@pmf: p(z) ={ \ =

0, otherwise ' g 't =X
J e mgf: (pe'+1—p)", t € R. %

® mean: np
E{intuition ]

e variance: np(l — p)emax at p=} , mia at

— 5 \psoorl
e parameter: p € [0,1], n=1,2, e

Ko example: # of heads, toss a coin n times

n=10 andp=.5 B(I’LP) = N(nP, nP("P))

2 as n—> 09.
)
Note:
0 _
D123 4567890 ' 012345678090 (a—l—b)”zzzzo(;l)a“’bnx.

() 1 (b) X
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Note P
1. binomial distribution is a generalization of bernoulli distri-

bution from 1 trial to n trials

. Let Xy,..., X, beiid. B(p),thenY = X;4+---+ X, ~

B(n,p).
. Let X; ~ B(n;,p),i = 1,...,k, and Xy,..., X} are inde-

pendent. Then, Y = Xy + -+ Xp ~ B(ny + - -+ + ng, p).

% k%
eh  het 4 47 %
P S
X+ e + -0+ Xk =Y=% 0% 15 in <V\\+~"+V\&> ral

Definition. Geometric distribution - G(p)

The geometric distribution is constructed from an infinite se-
quence of independent Bernoulli trials. Let X be the total num-
ber of trials up to and including the first appearance of 1. Then,
X follows the geometric distribution.

b % % % Jo
o 0 O o |
F—t—t —i =
)2 3 x|l %

p. 2-19

PI%?WZ&CZD: (1-p)Yp, ©=1,2,3,...
: 0, otherwise

1—(1-—p), 1<z <z<z]+1
0, r <1

o cdf: F(z) = {

e mgf: ]{l);—me“ t < —log(l—1p).

1—(
@) mean: ]lo

e variance: -

3

e parameter: p € [0, 1]

e example: lottery, # of tickets a person must purchase up
to and including the first winning ticket

., . i Note:
Note: a memoryless dlstrlbutlone—l intuition D
r=n T1-t

LP(X>m+EIX>m)_—_P(X>ﬂ) for =1 <t <1.
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p. 2-20

Definition. Negative Binomial distribution - NB(r, p)

An infinite sequence of independent Bernoulli trials is performed
until the appearance of the rth 1. Let X denote the total number
of trials. Then, X follows negative binomial distribution.

I Yoo yo Yo Yo% X% %

Qe ot09 0! 90 ol
—t LI | LB bl
! [z - st ch\ir t?/lw
# of trids %
—1
(221 )pa-pe, =il
0, otherwise
'r rt
L mgf W, t<—10g(1—p) " . - .
@ mean: % raltemab;//e neiata;e binomial
&ﬂﬂm _
® variance: r(;p) Hofosd LT = of trials
e parameter: p € [0,1], r=1,2,... when stop when stop |
e example: lottery, # of tickets a person
must purchase up to and including the Nooliei o 1
rth winning ticket D o0 ( " )tx = d—p
for —1 <t < 1.
Note P22

1. negative binomial distribution is a generalization of geo-

metric distribution from 1st success to rth success

A_(2) Let X1, Xo,..., X, beiid. G(p), thenY = X1+ -+ X, ~
NB(r,p).

@ Let X; ~ NB(ry,p),i = 1,...,k, and Xy,..., X}, are inde-

@ pendent. Then, Y = X +-- -+ Xp ~ NB(ri+ -+ + 1, p).

% % ek Kk X% k

0/ --- rr9--"1¢ /79 1

(2o Jl2 - ge o= - "“

R I S S
X+ X+ =<+ X _\1/ ﬁo}tﬁduﬂh\(fw +Tp<> one .

Joint

_é Consider two random variables (Y, A)f’Suppose that
Y|y ~ Poisson(A) and A ~ gamma(a, 8), where a is a

am(/néwnaL._ o
-1 ,-PA
positive integer. Then,  marginal L pos = 'Fe(j, 7P
rmagmal 3
# of O before Y+a~NB( )
observing the oth 7 —F "1+ 5

made by S.-W. Cheng (NTHU, Taiwan)



NTHU STAT 5230, 2025 Lecture Notes

p. 2-22

Definition. Multinomial distribution - Multinomzial(n, i D coc D,)

Suppose that each of n independent trials can result in one of
types of outcomes, and that on each trial the probabilities of the
r outcomes are pi, pa, ..., pr. Let X; be the total number of out-
comes of type i in the n trials, i = 1,...,r. Then, (X,...,X,)
follows a multinomial distribution.

(¢)joint pmf:

n . x;=20,1,....n, and
:'L']_-..a;’,r 1 T r

D1 Ti =1

0, otherwise
e joint mgf: (pie"t +--- + pe) ty,..., ¢t € R.
e marginal distribution: X; ~ B(n,p;),i=1,... ,7"———

e mean: F(X;)=np;, i=1,...,n

e variance: Var(X;) =np;(1—p;), i=1,...,n

e covariance: Cov(X;, X;) = —npip;, 1 # j why negativeﬂ

e parameter: p; € [0,1], and > p;=1. n=1,2,...

e example: randomly choose n people, record the numbers " 2

of people with different religions

Note: (a1 +---+ap)" = Z (a; " x)a‘fl---ai’“.
1 Tk

Notes.
1. Multinomial distribution is a generalization of the binomial
distribution from 2 outcomes to r outcomes.

2. Consider (X1y,...,X,) ~ multinomial(n,py,...,p;). Let

10,1, . - -, 1 be integers such that 0 = 49 < 41 < --- <1 =1,
and define i (Y, Ya,ens,¥)
ve Y X BB
m:ij__l—l xm'S Xns o o o XmS
j — 1,...,&. Then, {""'_"2 t:""\ o.o ° g r}

(Y1,...,Y%) ~ multinomial(n, qi, . .. ,%), o 42 iy

where g = Z%:ij_l_l Pm,J=1,...,k
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p. 2-24

Definition. Poisson distribution - P(A)
Limit of binomial distributions X,, ~ B(n, p,), where p,, = 0 as

n — oo in such a way that A\, = np, — A.

bl
A ;
(")ﬁ(l — py) ) P>= ',-;2“" Note: if a, — a, (14 2)" — €.
x

— n(”_l)"-(n—x+1)<ﬁ)x 1 )\n>n$

z!

_ n(n_l)..-('n,_x—f_l) 1)\.1 1 )\7’7 n—=x
. n< " n

explanations. 2
. if n large, the pmf of B(n, p) is not easily calculated. Then,
we can approx1mate them by pmf of P(\ Where A = np.

1
',," 7 T-occar (n 1£t n

S~ -—

=

@ :
2. Let X be the number of times some event occurs in a glveflns

time interval /. Divide the interval into many small subin-
tervals Iy, k = 1,...,n, of equal length. Let Nj be the
number of events occurring in . When we can assume
Ny, ..., N, are independent and approximately ~ B(p), X
has a distribution near P()), where A = np. NiNa+- +K1n,
R ~ B(n,p) with
€ rx=0,1,2,... large n &

7

IO PLE) = { 0, otherwise Small_p

e mgf: MU ¢ eR.

o meamn: \ f(m\eanmgafpwmmm ).j
. k2 average occurences

e variance: \

e parameter: A > ( I\iOte:Zoo -

c = =0 2l

e example: number of phone calls coming into an exchange
during a unit of time
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p. 2-26
4 0 o

: A=1 '|H V=5, A=10
0 OHHHH HHHHHH_.. )

0
0123 453 012345 01234567 890UNRBUISIEIIEIN 012345678910 NBUIBIEINERN

o o o ' Phisson(A) = Normal(X, )

Notes. when 2 is large
—>Let X; ~ P(N\;),2=1,...,k, and Xy,..., X} are independent.
Then,

—®X=X1+"'+Xk:NP(AE)\lﬂL"'—F)\k)-
=Y (if know Y=n)

Xt Xa t Xg 4+ Xe q-—- Al+--- + Ak
[t = ) = A(t<-t)
t ta +3 ty UG, 2=2GB), -,

-—-@ (X1,..., Xk |Y =n) ~ multinomial(n, p1, . . ., pr), where

NN

=1 k.

2

S VSR

g s e ey

The converse statement also holds with A\; = A X p;.

p. 227

Definition. Hypergeometric distribution - HG(r, n, m)

Suppose that an urn contains n black balls and m white balls.
Let X denote the number of black balls drawn when taking
r balls without replacement. Then, X follows hypergeometric

distribution. &s with replacements = X ~ B(T m'k-)

el I

i —:B) x=0,1,...,min(r, n),
pmf: p(z) = < n+m or—xz<m
r Note:

|0, otherwise (") =22 () (1)
e mgf: exist, but no simple expression

i mean:j @T_@

e variance: (

rom(n+m—r)
n+m)?(n+m—1)

e parameter: rn,m=1,2,...,andr <n4+m

e example: sampling industrial products for defect inspection
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p. 2-28

Notes. a relationship between hypergeometric and binomial distri-
butions: Let m, n — oo in such a way that

n

mnE _> Y
P, m-+n P

where 0 < p < 1. Then,  (intuifion): When m,n ane /0/??6,
( . ) ( - ) with replacement ~ without reszceme/)t:

x r—x

= (' )prra-p
(n+m) (ﬂ)

T

— optional

&ading: Agresti (2013), 1.2

Further Reading: Agresti (2013), 1.3, 1.4, 1.5, 1.6. These are about uni-variate analysis for data from
some discrete distribution. { LNP_Q_LI_
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