.8-11
> Fisher’s approach to classification with two populations i
= Fisher’s idea was to transform the multivariate variables X, ..., X toa
univariate variable Y, which is a linear function of the X variables, I.e.,

Y:a1X1 +a2X2+---—|—apo,

such that the Y observations derived from the two populations were separated
as much as possible

= A fixed linear combination of the x’s takes the values y;;, vi2,..., Yin, for the
observations from the first population and the values y;1, 22, ., Y2, fOr the obser-
vations from the second population. The separation of these two sets of univariate
y’s 1s assessed 1n terms of the difference between )y, and y,. expressed in standard

deviation units. That is, n n,
- il(hj -+ 2(}’2;' - »)?
_ Pt

. [ =% -
separation = ————, where si =2

is the pooled estimate of the variance.

= Result 11.3. The linear combination y = a'x = (X; — X;)'S;o0kdX maximizes the

ratio
squared distance )
between sample means of y (3 — %) _(a'%; —a'%y)” (a'd)’
(sample variance of y) - 52 2'S01eq 8 a'So01eq @
p. 812

over all possible coefficient vectors a where d = (X; — X,). The maximum of the
ratio is D? = (il = i2)FS;(1)oled(il - iz)

proof.

= allocation rule based on Fisher’s discriminant function
Allocate Xp tom if jh = (il - iz)rsl;goledxt)
- 1/— - - - -
= m = 5(X1 — X2)'Spootea (X1 + X3)
m

Allocate xg to 7, if Yo <
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= Note. Fisher’s linear discriminant function was developed under the
assumption that the two population, whatever their form, have a common
covariance matrix.
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> |s classification a good idea for your data? i
= Fro two populations, the maximum relative separation that can be obtained
by considering linear combinations of the multivariate observations is equal
to the distance D?

= Note. D? can be used to test whether the population means differ significantly
(Hotelling’s T? test)
—> a test for differences in mean vectors can be viewed as a test for the
“significance” of the separation that can be achieved

= Note. Significant separation does not necessarily imply good classification. By
contrast, if the separation is not significant, the search for a useful
classification rule will probably prove fruitless ;

» Classification of Normal Populations When 3, # X, fix) = @)z 2

> Result 11.4. Let the populations 7; and 7, be described by multivariate normal
densities with mean vectors and covariance matrices mq, 2, and u,, X,, respec-
tively. The allocation rule that minimizes the expected cost of misclassification is

givenby c(112) i
. ! =1 __ =1 ry Tl 1351 - E?_
Ry —ox'(37' = I)x + (mi3]' — pi%))x —k = ln[(c(le}) (Pl)_

—(x—p) X7 (x~p)/2

. ) ) . . c(112
Ry: _Exf(zll - Ezl)x + (#1211 - #2221)" -k < hll:(c&ll;) (%2;)_

where 1 |2, 1
k = >In (IE;_I +3 (w27 — w537 )
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= it is called quadratic classification because of the quadratic term
_%xagzl—l — zi—l)x!
» Quadratic classification rule
Allocate x; to my if

1 I - =1 g- =/ Q-
—=xp(S1! — S31)xo + (X187" — x58;7)x0 — Kk

= [ (52) (2)]

Allocate x, to 7, otherwise. S

« Evaluating classification functions

» one important way of judging the performance of any classification procedure is
to calculate its “error rate,” or misclassification probabilities

» total probability of misclassification (population)

Fi1(9) = N(ayy, 89)

M= p [ A+ [ pxdx ey
Ry R,

N P2

> actual error rate (sample)
AER = py [ ) dx+ pa [ Fiw)ax [RE=s]
2 1

> apparent error rate (do not dependent on population densities)
APER = proportion of items in the training set that are misclassified
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Predicted membership

m i
Actual ™ nic Ny = N1 — M ny
membership 4, Moy = Ny — Nac n2c n2

n + n
APER = M ___M
Ry + np

= it is easy to calculate and can be calculated for any classification procedure

= it tends to underestimate the AER because the data used to build the
classification function are also used to evaluate it

= One procedure is to split the total sample into a training sample and a
validation sample, but it required large sample and the information in the
validation sample is not used to construct the classification function

» cross-validation method (leave-one-out method)

1. Start with the =, group of observations. Omit one observation from this
group, and develop a classification function based on the remaining ny — 1, n,
observations.

2. Classify the “holdout” observation, using the function constructed in Step 1.

3. Repeat Steps 1 and 2 until all of the 7; observations are classified. Let nﬁ{{} be

the number of holdout (H) observations misclassified in this group.

p.8-16

4. Repeat Steps 1 through 3 for the #, observations. Let n‘ﬁ? be the number of

holdout observations misclassified in this group.

- o (H)
P(211) = —1M R ntH) 4 p(H)
m E(AER) = —1—2¥
(H) ny + n

Piz) = =24
2

+ Reading: textbook, 11.1,11.2,11.3,11.4




