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4. Repeat Steps 1 through 3 for the 7, observations. Let néf{,? be the number of

holdout observations misclassified in this group.
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¢ Reading: textbook, 11.1, 11.2, 11.3,11.4 P/
« Classification with Several Populations lerzm
> generalization of classification procedure from 2 to g>2 group(ré the theo
» minimum expected cost of misclassification method (> 51?’%/%'

= Let f;(x) be the density associated with population 7;,i = 1,2,...,8.
= Let p; = the prior probability of population ;, i=12,...,8
Let c(k i) = the cost of allocating an item to 7, when, in fact, it belongs

c(c|t)=0, tom, fork,i=12,...,¢ whola
= Let R, be the set of x’s classified as 7 @ SamP(l
= Then, sjoa&

P(kli) = P(classifying item as 7 | m;) = /f,-(x) dx fork,i=12,...,8°
Ry

0. 8-17

= The conditional expected cost of misclassifying anx from 1rl|into o, OF W3;:-45
or ﬂ:m_‘\/

ECM(1) = P(211)c(211) + P(311)c(311) + -+~ + P(gll)c(gll) = ﬁ: P(k11)c(k11)
k=2

= In a similar manner, we can obtain the conditional expected costs of misclassifi-
cation ECM(2),..., ECM(g).
= The overall ECM is:

ECM = p,ECM(1) + p,ECM(2) + --- + p,ECM(g)

= pl(éP(kll)c(kll)) + py éP(kﬂ)c(klZ) + o0+ pg(igP(klg)c(klg))
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e
= Result 11.5. The classificgtion regions that minimize the ECM are Hnedﬁﬁ()()
by allocating x to that popfilation 7,k = 1,2,..., g, for which Re= {xl
g
>, pifi(x)c(kli) Fe (%)
1= -
< = "‘,;C"ﬁ,e("ﬂ

is smallest. If a tie occurs, x can be assigned to any of the tied populations.
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« Suppose all the misclassification costs are equal. The minimum ECM is the
C(ﬁlé) minimum total probability of misclassification. In which case, we would

ong esm@llocate X to that pbpulatioh e,k =1,2,..., g, for which
<7

8
,,Pé, P )> > pfix) = [- BR{0).
= 3 P(xem; c/am)(em;@
is smallest. It will be smallest when the omitted tew

+ Minimum ECM Classification Rule with equal misclassification costs

Allocate xg to 7 if px fi(x) > p; fi(x) for.u'allza«&k)j:’< P‘

(«+)Notice that the classification rule is identical to the one that maX|m|ze tﬁe
posterior probability

P(-rrklx)' = P (x comes from 7, given that x was observed)'
X jor) X (likelihood
pfils) _ _(prior) X (tkelibood) o\, o
> pifix) 2 [(prior) X (likelihood)]
i=1

> Classification with Normal Populations
» Under normality assumption,

1 1 = N
fl(x) - (2‘”)‘,}/2'2"1[2 expl_i(x - "’1) Eil(x - #i)]a- §= 1.2.---s8

p. 8-19
= Allocate x to my if

ﬁ’)ﬁ>?¢f"mp fe(x) = Inp; — @d@r) - %mlzu m}
00 pefs>opefs. = maxinpifi(x)

= define quadratic discrimj

4 ¢,
:Z\ﬁb df(x) = —3in| %]~ 3(x — p) I (x = p) +lnpi, =128
Spread,

Minimum Total Probability of Misclassification (TPM) rule for normal
in A populations with unequal 2,

v0e
wgia\.m, Allocate x to m, if the quadratic score d? (x) = largest of dQ(x) ds (x),...,d2(x)

= In practice, the u; and X; are unknown => replaced by their sample quantities

dP(x) = =3In|S;| - J(x - X)'S{'(x - %) + lnp, i=12....¢8
» Estimated Minimum TPM rule for normal population with unequal =

Allocate x to 7 if the quadratic score &"E(x) = largest of 3?(:), Eg(x), . ,gg(x)

assumptron.
-Whei = L2y veeylls
N o

The first two terms are the same for d?(x),d?(x),..., d?(x),
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= define the linear discriminant score dfrcmm 76,, PDJ-E 5 p. 820
d(x) @ — 3@ +Inp fori=12,....8

Ah-estimate &,—(x) of the linear discriminant score d;(x) is based on the pooled

2 ~((m = DSy + (my = 1Sy + -+ (g = 1S,)

n1+n2+"'+n8_

Spooled -
and is given by
&iix) = X/SpecledX — %i;"s;éoledii +Ilnp;, fori=12,...,8

» Estimated Minimum TPM rule for normal populations with equal covariance

Allocate x to 7 if
the linear discriminant score d;(x) = the largest of d,(x), d; (x), ..., dg(x)
+ An equivalent classifier for the equal-covariance case is to use

D?(X] = (I - ii)isgéoled(x - ir) & k.&

It measure the squared distances ’ "&
Assign x to the population 7r; for which — .l, D?(x) + In p;is largest

from x to the sample mean vector X;.
The allocatory rule is then

¢ If the prior probabilities are unknown, the usual procedure is to set py = p,=---=

p, = 1/g. An observation is then assigned to the closest population.
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