
p. 8-7
other criteria 

total probability of misclassification (TPM)

⇒ equivalent to minimizing ECM when costs of misclassification are equal
“posterior” probability approach

⇒

⇒ equivalent to minimizing ECM when costs of misclassification are equal

p. 8-8
• Classification with Two Multivariate Normal Populations

now, further assume that 

proof.
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p. 8-9

in practical situation,                          are usually unknown ⇒ replacing 
the population parameters by their counterparts (Q: how?)

p. 8-10

the estimated minimum ECM rule is to 
(1) creating two univariate populations for the y values by taking an 
appropriate linear combination of the observations from two populations
(2) assign a new observation      to π1 or π2 depending upon whether 

falls to the right or left of the midpoint      between the two 
univariate means 
⇒ it is called linear discriminant analysis
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p. 8-11

Fisher’s approach to classification with two populations
Fisher’s idea was to transform the multivariate variables X1, …, Xp to a 

univariate variable Y, which is a linear function of the X variables, i.e.,

Y = a1X1 + a2X2 + · · ·+ apXp,
such that the Y observations derived from the two populations were separated 
as much as possible

p. 8-12

allocation rule based on Fisher’s discriminant function 

proof.

Note. Fisher’s linear discriminant function was developed under the 
assumption that the two population, whatever their form, have a common 
covariance matrix. 
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p. 8-13

Is classification a good idea for your data?
Fro two populations, the maximum relative separation that can be obtained 

by considering linear combinations of the multivariate observations is equal 
to the distance D2

Note. D2 can be used to test whether the population means differ significantly 
(Hotelling’s T2 test)
⇒ a test for differences in mean vectors can be viewed as a test for the 
“significance” of the separation that can be achieved
Note. Significant separation does not necessarily imply good classification. By 

contrast, if the separation is not significant, the search for a useful 
classification rule will probably prove fruitless

•

p. 8-14

Quadratic classification rule 

• Evaluating classification functions

total probability of misclassification (population)

one important way of judging the performance of any classification procedure is 
to calculate its “error rate,” or misclassification probabilities

actual error rate (sample)

apparent error rate (do not dependent on population densities)
APER = proportion of items in the training set that are misclassified 

it is called quadratic classification because of the quadratic term

 NTHU STAT 5191, 2010  Lecture Notes

 made by S.-W. Cheng (NTHU, Taiwan)



p. 8-15

it is easy to calculate and can be calculated for any classification procedure
it tends to underestimate the AER because the data used to build the 

classification function are also used to evaluate it

cross-validation method (leave-one-out method)

one procedure is to split the total sample into a training sample and a 
validation sample, but it required large sample and the information in the 
validation sample is not used to construct the classification function

p. 8-16

Reading: textbook, 11.1, 11.2, 11.3, 11.4
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