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Canonical Correlation Analysis (CCA)
» Recall: Regression analysis --- concerned with the relationship between a single
response and a set of predictors | ® :how 4o add K> ?
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> Examples @ CCA.

= variables related to arithmetic power & variables related to reading power
» variables related to governmental policy & variables related to economic goal
= variables related to college performance & variables related to precollege

achievement

» CCA seeks to identify and quantify the linear associations between tw of
variables

. . - . . p.7-2
« Population Canonical Variables and Canonical Correlations

» Data: two groups of variables

The first group, of p yariables, is represented by the (p X 1) random vector X!, The
second group, of(g)variables, is represented by the (¢ X 1) random vector X(2). We
assume, in the theoretical development, that x (1) represents the smaller set, so that

P =q.
» Some notations

x - [}EE’.- _| X S =EX-p)(X-p)
((p+q)x1) X :
asgoctallion
betweerv
2nd Set

» the pq elements of X, measure the association between the two set ,ﬁ o ebltj
» p and q are relatively large, hopeless to interpret elements of X,, collectively

= moreover, it’s often linear combinations of variables that are interesting and
useful for predictive or comparative purposes
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» CCA finds linear functions of one set of variables that maximally correlated i
with linear function of the other set of variables

» Set U =a'X®P and v = p'X@ for some pair of coefficient vectors a and b.
. Var(U) = a’ Cov(X(V)a = a'%;,a CCA PC
S
Var (V) = b’ Cov(X®)b = b'E,,b 2ses | [l
2 prgedn anz]:r@eaﬁm
Cov(U,V) = a’ Cov(XM, X b = a’S,b

max cor, max oy .
= We shall seek coefficient vectors a and b such that
31212 b
‘\/;’2113 \/b':-zzb

an*d@s Rargs
e first pair of canonical variables, or first canonical variate pair, is the pair of linear
C0r677,'|77) combinations Uy, V; having unit variances, which maximize the correlation (%*)

» The second pair of canonical variables, or second canonical variate pair, is the pair
of linear combinations U,, V; having unit variances, which maximize the correla-
cor(ta,v;) tion (%) among all choices that are uncorrelated with the first pair of canonical

variables. - o 2OV = ot ST7) = Cor(Ta, U)o (,7,)
» The kth pair of canonical variables, or kth canonical variate pair, is the pair of
Ca"(DZ;V.é)linear combinations Uy, V; having unit variances, which maximize the correla-
tion (%) | among all choices uncorrelated with the previous k — 1 canonical
variable pairs.

4

= Result 10.1. |Suppose p < g and let the random vectors X!!) and X® have

(px1) (gx1)
Cov(XM) = X, ,Cov(X®) = %,, and Cov(X X)) = X,, , where ¥ has ful
(pxp) (gXq) (pxq)
ank. |For coefficient vectors a and b , form the linear com inations U = a’ X1
(px1) (gx1) @ . .
and V = b’X®. Then F el €y.
* NoTo =
max Corr (U, V) = p; € ¢=0
ab ?& L fa\
X3 attainsg by the linear combinations (first canonical variate pair) 25T :Fj= 0

U = e d Vv =312x® 7 .
a, | =e a:j‘m‘ 1 1422 &Xaa?
X aj Sta ‘?' b} Qéde
The kth pair of canonical variates, k = 2,3,..., p, =ebTZ-iKI?€ )
=ots o,
\
syvnmﬂb( C

/
% Corr (Uy, Vi) = i

among those linear combinations uncorrelated with the prefceding 1,2,..., k — 1
canonical variables. ”

Here py> =2 py* = --- = p;? are th Elgiiiizlzﬁﬂ) and
e, e,...,e,are the associated (p X 1) gigenyecto antities p1%, po2, ..., Py

are also the p largest eigenvalues of the matrix with correspond-
ing (g X 1) eigenvectors fy, f5,.. ., f,. Each\{; is proportional tg 357/%,, 27} %e;.]
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« geometrical interpretation
Let A =[a1,az,.. ,a,]"and B
(pxp)
canonical variables are

U
(p)(]

A = E'3[1? = EP,AT'?P] wher

(1,* S5 BT T b’>y >

(gxq)

- M{Iﬂ E=Le(‘®>‘ - “]
) (gx1)

(D

= [by, by,...,b,]", so that the vectors of

is an orthogonal matrix with row e;

fork,€=1,2,...,p.

(pxp)

= Cov(U,X®)) = Cov(AX®M), XD)
Pux® = Corr (U,X™") = Cov (U, V12X

= AEU
= Cov(AXW, vii2x (1)

= A%, Vi}?

Similar calculations for the pairs (U, X)), (V, X)) and (V,

X (1)) yield
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= The canonical variates have the properties A
Var (Uy) = Var (V) = 1
Cov (Uy,Us) = Corr (U, Ue) =0 k # €
Cov(Vy, V) = Corr (V,, V) =0 k # ¢
Cov (U, Ve) = Corr (U, Ve) =0 k # ¢

(pxp)

(pxq)

Puxv = A% V72

Pux® = A%, V32

(pv) x@ = BXy,V3}?
9%q
(Pv),xf” = BX,, Vil?
gxp

made by S.-W. Cheng (NTHU, Taiwan)



