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• Recall: Principal component scores
Multidimensional Scaling (MDS)

A proximity matrix D=[dij] represents the 
“distance” (similarity/dissimilarity) 
between rows or columns of X

Some suggestions to convert similarity matrix S=[sij] to dissimilarity matrix D

• observed data in MDS: proximity matrix

Q: Suppose that X is not observed. Given D, how do we find X (or Y)?

Y =

y11 y12 · · · y1q
y21 y22 · · · y2q
. . . . . . . . .
yn1 yn2 · · · ynq

PCA

Note: a proximity matrix is invariant to (1) change in location, (2) rotation, (3) 
reflections ⇒ cannot expect to recover X completely

dij = constant − sij dij = 1/sij − constant
dij = sii + sjj – 2 sij
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Example of proximity matrix: 

airline distance data 
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correlation matrix of crime dataset

A proximity matrix is called

distance-like if 

metric if in addition to (1)(2)(3), it satisfies 

(1) dij ≥ 0, (2) dii = 0, (3) dij = dji
dij ≤ dik + djk

Euclidean if there exists a configuration of points in Euclidean space with 
distance(pointi, pointj)=dij

dissimilarity data for all pairs of 10 Colas
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