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• factor rotation

Recall
a solution of factor loading is not unique
all factor loadings obtained from the initial 
loadings by an orthogonal transformation 
have the same ability to reproduce the 
covariance/correlation matrix

Note: estimated covariance/correlation matrix, residual matrix, estimated 
specific variances and communalities remains unchanged after rotation

Q: why is it called “rotation”?
Q: dimension of all rotated factor loadings =              ?

Q: Why need rotation? 
since the original loading may not be readily interpretable (e.g., some 
factors may have several large loadings and some loadings may be positive 
while other may be negative) it’s usual practice to rotate them until a 
“simple structure ” is achieved
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Ideally, we should like to see a pattern of 
loadings such that each variable loads highly 
on a single factor and has small to moderate 
loading on the remaining factors
When there are two factors, we can plot the 
loadings and visually rotation the data to find 
an interpretable solution
For more than two factors, some automation 
is necessary, which should make:

Q: What is a “simple structure”?

each factor have a few high positive loadings and the remainder be small
pairs of factors have few large loading in common. A partition into 

mutually exclusive groups would be desirable 
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varimax criterion

Define                      (the scaling has the effect of giving variables with small 
communalities relatively more weight in rotation)

interpretation of the varimax criterion:

maximizing V corresponds to “spreading out” the squares of the loadings 
on each factor as much as possible 

Remark: In some cases, even orthogonal rotations do not 
provide an easy interpretation of the solution. It is possible 
to allow non-orthogonal rotations, called oblique rotation. 
This allows for possible simplicity at the expense of losing 
the orthogonality of the factors

• factor scores (predict values of the unobserved random factors F1, …, Fm)
(c.f.) the scores in principal component analysis
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weighted least squares method

(∗)

(∗).

When MLE method is used,                       is a diagonal matrix 

if the correlation matrix is factored 
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regression method (conditional normal distribution)

Suppose that the common factors and the specific factors are jointly 
normally distributed

the conditional distribution of          is multivariate normal with

Denote the scores generated by the weighted least squares by and those 
by the regression method by      . Because 

(exercise 9.6, textbook)
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In an attempt to reduce the effect of a (possible) incorrect determination of 
the number of factors,     is often used for     , rather than , i.e, 

• A strategy for factor analysis
1. perform a principal component factor analysis 
2. perform a maximum likelihood factor analysis 
3. compare the solutions obtained from the 2 factor analyses
4. repeat the 1st 3 steps for other number of common factors m
5. for large data sets, split them in half and perform a FA on each part 

Reading: Textbook, 9.4, 9.5, 9.6


