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. / 51
Factor Analysis 35- :
A motivating example: for children in elementary school [<)34 a%ee)
> observed variables: shoe size and reading ability S
= there exists strong correlation between them PreATCONY/ 4, - =?
> latent (lurking) variable: age 31 4 ~_response
» Q: can we extract information about the latent variable, /@9 a@
called factor, from the observed vanables” If yes, what
mformatlon”r\ W\W'/ m Do&. Z

« Purpose of factor analysis /\

> reduce high dimensional data down to just a few X o Y
representative variables (similar to PCA) cor mam/z
> describe the relationship between many variables (as r——»

captured by the covariance/correlation matrix) by a few (( Swal(

underlying, but unobservable (latent) variables

= Suppose variables can be grouped by their correlation. lf zf
Then, it is conceivable that each group of variables Small '«m
represents a single underlying factor. For example, -

« 18t group of variables: test scores in classics, French, English,
mathematics, and music = suggest an underlying “intelligence” factor

+ 2" group of variables representing physical-fitness scores = might
correspond to another factor

» Modeling (orthogonal factor model) p.5-2

» The observable random vector X, with p components, has mean p and covariance

matrix X. P m !%rfass/vn, J=RotBAABICHE

> X is inearly dependent upon a few unobservable random variables Fi, F,. .., Fy,
called common factors and p additional sources of variation &, &, ..., &, called
A

errors or, sometimes, sEeczﬁc facrors

o
Stiong assumptip le‘ et m &
d Xo— 2 = ot CnFn & araegom
X, - + CymFp + €, mode{
or, in matrix nota\tTon (I’MWL
’ ’ te mooled

X—n= L F + ¢
_Pad.or(."xl} (pxm)(mx1)  (px1)

= The coefficient ¢;; s called thé loading of the ith variable on the jth factor
= Note: m < p. (otherwise, why bother?) We want m as small as possible.

= Note: F, B, ..., F,, &1, &,...,€, are unobservable. This distinguishes the
factor model from the regressmn model
@ ssume that 2
o%wM W& E(F) = ( 01}, Cov(F) = E[FF'] =
mXx

(k)
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@Cssume trg; o, 0 - 0] "7
assu >
PEE= 0. Covie)=Eee]= w =|0 ¥ O
p><1) (PXP) : : I
@ssume that F and € are independent, so 0 9 Y
Lasjwyﬂf?m{{ Cov(e,F) = E(eF') = { 2 )
» Some results of the orthogonal factor model ?
> (X—pm)(X—pu) =(LF + &)(LF + &)’
[6“‘ Gy = (LF + &) ((LF)' + &)
6‘6 = LF(LF)' + ¢(LF)’ + LF¢’ + e¢’
so that
)9l g 3 Cov(X) = E(X — p)(X = p)’
( , = LE(FF')L’ + E(sF)L’ + LE(F.-; ) + E(e€)
L‘L’){‘\C —ir + oM ~9 ¢
N R S ¢ A
k s 5 ,
Var(X;) = communality + specific variance
o h? =034 + £ + .- + ¢, iscalled the sth communality, which represents
the variance shared with the other observed variables via the common factor
+ ; Is called the 4th specific variance, which relates to the variability in X,
not shared with other variables
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