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p. 4-1

• PCA belongs to the class of projection methods, which choose one or few linear 
combinations of the original p variables to maximize some measure of 
“interestingness.”

Principal Component Analysis (PCA)

• In PCA, the goal is to reduce the dimensionality (Q: 
why?) of a data set comprised of a large number of 
interrelated variable, while retaining as much as possible 
the variation (Q: why?) present in the data

y11 y12 · · · y1k
y21 y22 · · · y2k
. . . . . . . . .
yn1 yn2 · · · ynk

Q: 1-dim? or 2-dim?
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model: 

note: 

• Population Principal Components

⇒

⇒ is the projection of X on the direction of 

⇒ alternative: 

note: 
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p. 4-3Finding the Principal Components
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is called factor loading 

the ith principal component scores 
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p. 4-5Principal Components Obtained from Standardized Variables
Q: What if one variables is measured in the millions whereas the others are 

measured in tens? or one variable has much larger scales than other variable?
⇒ The 1st PC will essentially be just that variable

, , …, 

Note: 

all variables 
equally important

⇒
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Reading: Textbook, 8.1, 8.2

Principal Components for Covariance Matrices with Special Structures

contour of its pdf is the ellipsoid defined by 


