NTHU STAT 5191, 2010 Lecture Notes

Principal Component Analysis (PCA)
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- In PCA, the goal s to reduce the dimensionality (Q:>p — £
why?) of a data set comprised of a large numbe

interrelated variable, while retaining as much as possible
the variation (Q: why?) present in the data

Q: 1-dim? or 2-dim?
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