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p. 3-18
• Assessing the assumption of normality

Recall: 
Q-Q plot (quintiles vs. quintiles plot)
histogram

the marginal distribution Xi is normal
linear combination of Xi is normal 

Many statisticians suggest plotting

Mahalanobis distance

In some case, data is clearly non-normal but a transformation to approximate 
normality is possible. For example, for count data, consider the square root 
transform. For proportion data, the logit transform, and for correlations r, the 
0.5log[(1+r)/(1−r)] is worth a try. (more details in textbook, 4.8)
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p. 3-19
• detecting outliers

Note. When sample size is large, the 
appearance of few extreme values is reasonable

Normal probability plot

Reading: Textbook, 4.1, 4.2, 4.6, 4.7

Chi-square plot

If outliers are identified, they should be examined for content. Depending upon 
the nature of the outliers and the objectives of the investigation, outliers may be 
deleted or appropriately “weighted” in a subsequent analysis.

p. 3-20

• Maximum likelihood estimator

Sample Mean Vector and Sample Covariance Matrix 
under Normality Assumption

∝
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p. 3-21

Wishart distribution 

•

definition: 

some properties 

• Sufficient statistics 

p. 3-22

Reading: Textbook, 4.3, 4.4, 4.5

• Large-Sample 
Law of Large Number 
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