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¢ Ay = 011 — 0y, yields the eigenvector e = [1/V2, =1/V2]. &=-€2
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(@) oy=0,, p=0 = independent and equal variance
joint pdf contour lines of the pdf data generated from the pdf

X2

Q: what should the contour
lines look like if o;=0,?

Xy - Aty Ras

when o,=0,, p=0, the major/minor axis of the ellipse is parallel to x,=x, or x,=—X,

contour of Normal pdf is an ellipse because it can be expressed as (x—g) "2 (x—u)=c
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p.3-11
» random sample from a multivariate normal distribution

Let us assume that the p X 1 vectors X, X,,..., X, represent a random sample
from a multivariate normal population with mean vector g and covariance matrix
2. Since X,,X,,...,X, are mutually independent and each has distribution

, the joint density function of all the observations is the product of the
marginal normal densities:
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> O: why normal? =L (U 3[X0, %) € likelihood,. .

= While real data are never exactly multivariate normal, the normal density is
often a useful approximation to the “true” population distribution

= The multivariate normal density is mathematically tractable and “nice”
results can be obtained

» The distribution of many multivariate statistics are approximately normal,

regardless of the form of the parent population because of a central limit
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> Result 4.3. If X is distributed as N,(m, ), the g linear combinations i
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are distributed as Nq(Ap,AEA’). Also, (::51) + ( gl), where d is a vector of
p P
constants, is distributed as Np(y. + d,@

irrelevant 4o d.
Alternative definition of multivariate normal distribution: Let 21, ..., 2, beii.d
from N(0,1) and Z = [21,..., 2|7 . For a p-dim vector y and a p x p symmetric,

positive definite matrix X3, X is said to have a multlvarlate rmal disgribution|
N, (p, ) if it has the same distribution as ‘lga”g mulbivaniaty normal distrbi
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> Result 4.4. All subsets of X are normally distributed. If we respectively partition
X, its mean vector u, and its covariance matrix % as

X, M
— . (gx1) _ | (gx1)
- X ’,[, = RS- C—
(px1) 2 (px1) 2
((p—q)x1) ((p—q)*1)
and 6ymm9:bric @ —— nhot Symmﬁnc
@ @) m 3/‘”‘"”‘2
syn'mb"‘c/7( P) 21 | ST symmetric
(p=9)%a) | (P-@)X(p=q)) | Y

then X is distributed as Ny(p,, 211
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> Result 4.5. AS A= (Zlo] 2%,;]{ ] >
(@) If X; and X, areindependent,then Cov(X;,X;) =0, aq; X g, matrix of
(g,%1) (g,%1)
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(b) If [i:] is N, 1+q2(li:‘;-1{|, [?1212]) then X; and X, are independent if
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(¢) If X; and X, are independent and are distributed as N, (g;,2;;) and

N,,(m2, 27,), respectively, then I:j| has the multivariate normal distribution

T oo | 2] 125 )
X1

Note,/ Suppose that X; and X, are multivariate normal. X = { P%
2

] may

not be a multivariate normal
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> Result 4.6. Let X=[--~{| be distributed as N,(m,%) with u =|:j|,

3
3= [ gEa 212:] and | 2,,| > 0. Thencéhe]condmonal dlstnbutlon of X,, given

21| 22 Lae\‘ﬁ%de % Y2

that X, = x,, is normal and has n M.
and Mean = u; +
Covariance = 31 — 21233531 =
Note that the covariance does not depend on the value x; of the conc@
variable.
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R Sketh of proof
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= Example: conditional density of a bivariate normal distribution i

¢ The conditional density of X, given that X, = x;, is 3“’”(?0*?’%) Gx)
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> Result 4.7. Let X be distributed as N,(p, %) with |2 | > 0. Then

(@ (X — p) (X — p) is distributed as x5, where x5 denotes the chi-square
distribution with p degrees of freedom.

(b) The N,(m,%) distribution assigns probability 1 — a to the solid ellipsoid
{x:(x — p)'T7Y(x — n) = x5(a)}, where x3(a) denotes the upper (100a)th
percentile of the xf, distribution. _ *%
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