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Random Sample
« Modeling of Multivariate Data
> The data set Ly, ;ﬁ 'f:fzz ‘,/:f (afber, dita collected )
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> X,,X;,...,X, are said to form a random sample from f(x) if unknown .
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., X, represent independent observations
=50c); X1, X3,..., X}, are from a joint distribution with density function

f{X) = f(xl?xZ!'*'sxﬂ)
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= Example 1:
o to design of a permit system for utilizing a wildness canoe area without
mﬂwic.rowding, a manager took a survey of users

o total wilderness area was divided into subregions, and respondents were

sked to give information on the regions visited, length of stay, and other
variables

+ sampling method 1: persons were randomly selected from all those who
entered the wilderness area during a particular week

= all person were equally likely to be in the sample] > random Sdm,DZQ

« sampling method 2: sampler waited at a campsite and interviewed only
canoeists who reached that spot

= Example 2: a study concerns the gross weight of municipal solid waste
generated per year, x, = paper and paperbogig waste ?nd x, = plastic waste

CHE TN X

Table 3.1 Solid }aste Lom> A FomF\

Year ?ﬁz 1970 1980 1990 1995 2000 1[2-50,;’%
Towl | x; (paper)  29.2 443 552 727 81.7 877 831
Toal| x, (plastics) 4 2.9 6.8 17.1 189 247 267

+ Q: Should these measurements on X'= [X,, X,] be treated as a random

sample?
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» Some theoretical results under the modeling ¢ id.

> Result 3.1. Let X;,X,,..., .

has mean vecto s ) Then X is an unbiased estimator of M,

1 s wawnm'@pg
n
(population mean vectork—> Smnp& mean

population variance—covariance matrix

divided by sample size
54»:,0[2 cov mabuy

1

ThU&Lesttmat@ E( f s,,) =3

so [n/(n — 1)]S, is an unbiased estimator of X, while S, is a biased estimator with
(bias) = E(S,) — X = —(Iﬁn);.
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F/i E’: E(Xc,‘//()aj'ﬂa) = ( ny )
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= In future lecture,

_ n —_ 1 < —_ Y Y
s= (). = 5 0% - X0, - %

n
will replace S, as the sample covariance matrix in most of the material.
= Note: even though the (¢, k)th entry of S, s,,, is an unbiased estimator of o,

E(\/sii) # \/oii and E(rii) # pik i?[x) # 3(5)()
1 ?qu,
> linear combination of variables SekfrssidSer o
= The linear combination ¢’X = ¢;X;)+ -+ + ¢, X, has

rv

/ / / /
EKC X-cpXc X‘d/l)_] mean = E(¢’X) = ¢'p
=E[ c’(x-/z)(x—/,t)'c] variance = Var(¢’X) = ¢’Z¢
where p = E(X) and % = Cov (X).
= The linear combinations Z = CX have

/
E[(CX -GuXcx-u) ] pz = E(Z) = E(CX) = Cpx
- I
HC(x M C] 22 = Cov(@) = Cov(ex) = C3xC
where px and Xy are the mean vector and variance-covariance matrix of X,

= sample values
¢ Result 3.5. The linear combinations

b'’X = b X; + byX; +--- + bX,
X =Xy + X, + -+ X,

E(91)) ~3(E)
éj J—mjhx{.
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have sample means, variances, and covariances that are related to X and S by
Cou(bﬁ( C'X) Sample meanof b’X = b’f unbia
4 Sample meanof ¢’X = ¢'X  esttor .
=£ ((A’X- bu) (C'X-C?tﬁ Sample variance of b’X = b’Sb
:E( b (X-/A ) (¢ A )’C'> Sample variance of ¢’X = ¢'Se¢

L/ / Sample covariance of b’X and ¢’X = b'S¢c
=b'EX-Mx-p) C

* The sample mean and covariance relations in Result 3.5 pertain to any number
of linear combinations. Considgrrthe ¢ linear combinations

[
051@4' aing + -+ a,-po, i = 1,2,...,q (3-37)
These can be expressed in matrix notation as

a”Xl + I!I]ng + e+ alep ay; ayp - a1p X]_
1!121X1 + aszz + -+ aszp - as1 dzs - ﬂgp Xz

a1 Xy +  apX, +--+ ag,X, g1 Agz 0 Agp | X

Result 3.6. The g linear combinations AX have sample mean vector AX
and sample covariance matrix ASA'.

+ Reading: Textbook, 3.3, 2.6, 3.6
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Multivariate Normal Distribution— "
« Density of Normal Distribution “for conlinuous
> univariate case: normal density \9%_/21,;:2&1 p and variance o? vaniables,

I 683

f()__lazefz -0 < x <@

l ) et
norm)%,ﬁ "L_dmfz o S S wl S— s
> mU|tlval’late Case. a p-dimensional normal density for the random vector

X' =[Xy,X,,.. XPl has the form v puadratr ﬁ m.
f(x) = 1 - ) )2
normalt 2aion, — = (2m)PP| 2 1A )—’SAaoPe_

where —00 < x; < 00,i=1,2,..., p'> u is the mean of X
is the variance—covariance matrix of X. (Note. ™ must exist, i.e., |Z[0)
\;oS\'hVC We shall denote this p-dimensional normal density by| N, (,u,

AW the term

o 4 = | e
is &distance measure

" Contours of constant density for the p-dimensional normal distribution are

psq1c!s defined by jgsuch the that 3(A.€;)
T e =@ T e
These elllpsmds are centered at p and have axes +cV/A; e;, where Se; = \e;

fori =1,2,..., p. (A, e)is an eigenvalue—eigenvector pair for X

p. 3-8

> Example: bivariate normal densityﬁ(/n"vware normad

pr = E(Xq), pa = E(Xz) o _
o1 = Var(Xl) 022 = V&T(XZ) and P12 = 012}’ Va V ) COIT(XI,.XE).

| ]
o1 012 o 1 0 —O012
T2 0322 011022 — 012" 012 011

" _ - 2 _ 2
* by writing o1, = p12Voy; Vo, we obtain 01,03, = 012 = 01102:(1 — pf))

» (x— p)EH(x—-p)

1
o11022(1 — pi2)

[ 0322 —P12V0O1, VUzz:l [Il - #1:1
—pP12VOo11 Vo 711 X2 — M2
oa2(x1 — #1)2 + o1(x2 — #2)2 — 2p12Vo11 Vo (xy — p) (%2 — p2)

gl a11922(1 = pt2) 'g'l 2

"
_ 1 X~ M
1_P%2 Vo

= [I]_ - M1, X2 — P‘Z]

i) D]

= written in terms of the standardized values (x; — )/ Vo, and (x; = p,)/ Vop,.
=« if X, and X, are uncorrelated, they are independent
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