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» AV =UA
A’U=VA
« AA’=UA2U”

= squared singular values of A are eigenvalues of AA~” and columns of U
are eigenvectors of AA”
A’A=VA?V’
= squared singular values of A are eigenvalues of A” A and columns of V
are eigenvectors of A”A

» quadratic form
Definition 2A.32. A quadratic form Q(x) in the k variables x;, x;,. .., X, is Q(x) = x'AXx,
where x' = [x, x;,..., x;] and A is a k X k symmetric matrix.

x' Ax .
=X(A e e +A e e +---+ A€ €)X

= Ap(x€)(e;X) + -+ Ay (X' €)( e X)

IPRRY 1o 2
= A(x'ep)” + o0+ Ap(x'ey)

» nonnegative definite and positive definite matrix p.2:14
= When a k X k symmetric matrix A is such that
0 =x'Ax

forallx’ = [x1, X»,..., X;|, both the matrix A and the quadratic form are said to be

nonnegative definire.

= When a £k X k symmetric matrix A is such that
0 <x'Ax
for all vectors x # 0, A or the quadratic form is said to be positive definite.

"Aisa po_sitive definite matrix if and only if eifery eigenvalue of A is positive
A is a nonnegative definite matrix if and only if all of its eigenvalues

are greater than or equal to zero
» For nonnegative definite or positive definite matrix

x'Ax =

» Statistical distance and positive definite matrix

(diStaﬂCB)z = aux% + azzx% + -+ appr,

+ 2(a12x1%; + ay3xyxz + o0+ @y pXpo1Xp)

ap; a2 " a41p X1

a1 Qz; -~ 4 X2 | _
=[x1’x2""’xP] : Do, f : =x'Ax

Gp1 Qp2 " Appl L %p

= distance is determined from a positive definite quadratic form x’Ax
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Comment. Let the square of the distance from the point x’ = [x, X;,..., X))
to the origin be given by x' A x, where A is a p X p symmetric positive definite
matrix. Then the square of the distance from x to an arbitrary fixed point

= [m1, M2, - .-, Kp) is given by the general expression (x — p)'A(x — ).

If p > 2, the points x’ = [x, xz,.. , X,] a constant distance ¢ = Vx'Ax from
the origin lie on hyperellipsoids ¢ = A;(x’ el)2 + o+ ApX ep) whose axes are
given by the eigenvectors of A.The half-length in the direction e; is equal to ¢/ \/_,,
i=1,2,..., p,where Ay, Ay, ..., Ap are the eigenvalues of A.

« Square-root matrix
» Recall: matrix representation of spectral decomposition P
Let A be a k X k positive definite matrix with the spectral decomposition A = E Ae;e;

. . . i=1
Let the normalized eigenvectors be the columns of another matrix '

P=|e,e,,...,e]
Then . [ 1 2 k]
A =>MNe e =P AP
(kxk) 21 lex1)xk)  (kxk) (kxk) (kxk)
A O -0 0
0 A - O .
where PP’ = P'P=Iand A =| . "2 . ) with A; > 0
(kXxk) : : .o
0 0 - A
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> inverse

X L.
A_l — A—].Pr E —
p )L
» sguare-root matrix
k
A2 = 5 Vi e, = PAYVP
i=1
= SOme properties
1. (AY2) = AM2 (that is, AY? is symmetric).
2. A2A2 = A,
3. (A2)™ 2 V’- e;e, = PA™2P’, where A™2 is a diagonal matrix with

i=1
1/V/A; as the ith diagonal element.

4. AV2AT12 = ATV2A12 = | and ATV2ATY2 = A7, where A2 = (AV2)7!
« matrix inequalities and maximization
> Cauchy-Schwarz Inequality. Let b and d be any two p X 1 vectors. Then
(b’'d)? < (b'b) (d'd)

with equality if and only if b = c¢d (or d = ¢b) for some constant c.
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Extended Cauchy-Schwarz Inequality. Let b and d be any two vectors, and
let : B : be a positive definite matrix. Then (?*V (px1)
pxp

(b’d)* = (b’Bb) (d’B!d)

with equality if and only if b = ¢B7'd (or d = ¢ Bb) for some constant c.

> Maximization Lemma. Let { E ] be positive definite and ( 51} be a given vector.
pXxp P
Then, for an arbitrary nonzero vector x ,

(px1)

2
x'd
max ( - ) =d'Bld
x=0 X'Bx
with the maximum attained when x = ¢B™ d for any constant ¢ # 0.

(px1)  (pxp)(px1)
> Maximization of Quadratic Forms for Points on the Unit Sphere. ILet B bea

. . . . . (pxp),
positive definite matrix with eigenvalues A; = A; = -+ = A, = 0 and associated

normalized eigenvectors ey, €,..., e,. Then
x'Bx :
max—— = A; (attained whenx = e;)
x#0 X'X
x'Bx .
min —— = A, (attained whenx = e,)
x#0 XX
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Moreover,

x'Bx . |
max - = ":"k+1 (attamed whenx = Ek.i.]gk = ls 29"‘! P~ 1)
xle, ..e XX

where the syfnbol' 1 isread “is perpendicular to.”
« approximation of a rectangular matrix by a lower-dimensional matrix
» sum of squared differences

m k
2 E (ﬂij - ij)z =tr[(A - B)(A — B)’]

i=1 j=1

> Result 2A.16. Let A be an m X k matrix of real numbers with m = k and singular
value decomposition UAV'. Let s < k = rank (A). Then

5
B = > Auvi
i=1
is the rank-s least squares approximation to A. It minimizes
tr[(A - B)(A - B)']

over all m X k matrices B having rank no greater than s. The minimum value, or
k

error of approximation,is >, A7.
i=s+1




« sample mean, covariance, and correlation as matrix operation

>samplemean =" [w1 ~ 7]
P X yil X11 X120 X1p
n
—— |'1 -
X7 Y21 1 X21 %22 X2n
i = = n = —
i n
-_ r
Xp ypl Xp1 Xp2 Xpn
o — e n — b —
> sample covariance matrix % % o %,
| ¥ X, v X
1 =-1rX=|"1 "2 °p
n . -
E] Ez b ip
X113 — Xy X3~ Xp o Xpp <
X 111'X _ T x X m X o Xy
n : : ) :
Xpi — X1 Xp2 — X3 ¢ Xnp

ns,= (x - 111*x)’(x - llrx) - x*(x _ 111*))(
n n n

since (I - l11') (I - l11') =] - 11_1’ - 111’ +*1—
n n n n n

X |-
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1
1 =1- -1
n

» sample correlation matrix - 1 0
Vi
Vs 00 - 0 1
5y e 0 —
[)1"2 = 0 :922 . 0 D—m =
(pxp) . : . . (pXp) : .
0 0 ‘\'#Spp
0 0
Since
S11 S12 7t S1p
Su — : . : :
Slp $2p " Spp
[ sy 512 Sip |

Vis1r Vst Vs Vs V11 VSpp

Sip S2p Spp
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