Matrix Algebra

* vector

» An array x of n real numbers xy, x,,..., x, is called a vector, and it is written as

X

1 - 1 1 1
e - ~ ' cXy
» scalar multiplication ke

cx is the vector obtained by multiplying each element of x by ¢. ¢X =

> addition

CXp
cX,

X1 Y1 x1+n

X Xy +
X+y= :2+}?= 2:h

xﬂ yﬂ I?l + yﬂ

» a vector has both length and direction
s Ly=Vxi+x3+ -+

L, = |c|Ly
» multiplication by ¢ does not change the direction of vector
= Unit vectors on the direction of x: Ly'x
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» vector space

Definition 2A.4. The space of all real m-tuples, with scalar multiplication and
vector addition as just defined, is called a vector space.

Definition 2A.5. The vectory = a;x; + a;X; + -+ + a;X is a linear combination of
the vectors x;, X, ..., X;. The set of all linear combinations of x;, Xx», ..., X, is called
their linear span.

» linearly dependent and independent
Definition 2A.6. A set of vectors x;, X, ..., X, is said to be linearly dependent if

there exist k numbers (ay, a,, . . ., ax), not all zero, such that R

GXy + Xy + o+ apx, =0

Otherwise the set of vectors is said to be linearly independent.
» basis of vector space

Definition 2A.7. Any set of m linearly independent vectors is called a basis for the
vector space of all m-tuples of real numbers.

Result 2A.1. Every vector can be expressed as a unique linear combination of a
fixed basis.

> inner product
X'y = X131+ Xo)y + o0+ XY
= L;Ly COS(G)
=« length: L, = lengthofx = Vx'x




= angle between 2 vectors: x'y x'y
cos(8) = =
—— L,L N ey
= projection of x on y: y XX vyy 3
xy) . (xy1 5
Projectionofxony = ——y = —y ; !
Yy Ly Ly o y
o | xy | x'y "
Length of projection = = Ly|——| = L¢|cos(8)| F——Les®—
L, L,L,

* matrix

> Definition 2A.13. An m X k matrix, generally denoted by a boldface uppercase
letter such as A, R, 3, and so forth, is a rectangular array of elements having m rows

and k columns.
aj; a2 - 4y
azy azz -~ Qg —
A =| ¢ A : A = {a;}
(mxk) : : .. : (mxk)
m1 Qm2 "' Gmk
Ax = x;a; + x4, + - + x;a,, where a; is the ith column of A.

» transpose

Definition 2A.19. Consider the m X k matrix A with arbitrary elements a;j,i = 1,
2,....m, j=1,2,...,k. The transpose of the matrix A, denoted by A’, is
the k X m matrix with elements aji, ] = 1,2,...,k,i=1,2,...,m. That is, the
transpose of the matrix A is obtained from A by interchanging the rows and
columns.
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> addition
Definition 2A.16 (Matrix addition). Let the matrices A and B both be of dimension
m X k with arbitrary elements a;; and b;;, i = 1,2,...,m, j = 1,2,..., k, respec-
tively. The sum of the matrices A and B is an m X k matrix C, written C = A + B,
such that the arbitrary element of C is given by

Cij=afj+bij i=—112,.“1m1 j=1,2,_..1k

» scalar multiplication
Definition 2A.17 (Scalar multiplication). Let ¢ be an arbitrary scalar and { Ak} = {a;;}
mXx

Then cA = Ac = B = {b;}, where b, =ca;;=a;c, i=12,....,m,
(mxk) (mxk) (mxk)

i=12,... k.
» matrix multiplication

Definition 2A.23 (Matrix multiplication). The product AB of an m X n matrix
A = {a;;} and an n X k matrix B = {b;;} is the m X k matrix C whose elements

are n
Cffzzaiebe; i=12,....m j=12,...,k
¢=1 Column
a1 4y a3 4y by e by j
: : : : P :
=@ i i i = Rowi| (@ b;; + @abs; + @iabs; + a;abs:) -
(;&4)(49‘0) By -+ © bsp Wi (acl 1j T @iaDy; : a;3bs; + a;y 4,)
: : : by be, :

dn1 Qpy Q3 dpy

= in general, AB = BA
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» some properties of matrix operations

Result 2A.4. For all matrices A, B, and C (of equal dimension) and scalars c and d,
the following hold:

(a) (A+B)+C=A+(B+C)
) A+B=B+A

(c) c(A+B)=cA +cB

d) (c + d)A =cA + dA

(e) (A+B)Y =A"+ P (That is, the transpose of the sum is equal to the
sum of the transposes.)
(F) (cd)A =c(dA)

(® (cA) =cA’

Result 2A.5. For all matrices A, B, and C (of dimensions such that the indicated
products are defined) and a scalar c,

(a) c(AB) = (cA)B

(b) A(BC) = (AB)C

(c) A(B + C) = AB + AC
@) (B + C)A = BA + CA
(&) (AB)' = B'A’

More generally, for any x; such that A x; is defined, p-2-6

n n
(D zij=Aij
i=1 j=1

(® i (Ax;)(Ax;) = A(i KJX}') A’
=

j=1
> rank

Definition 2A.25. The row rank of a matrix is the maximum number of linearly inde-
pendent rows, considered as vectors (that is, row vectors). The column rank of a matrix
is the rank of its set of columns, considered as vectors.

Result 2A.6. The row rank and the column rank of a matrix are equal.

rank of a matrix is either the row rank or the column rank e .
. 11 12 ) 1p
> square matrix: # of rows = # of columns 4y ayn @y
= & Square matrix is said to be symmetric if a,=a G ay - ay,

= identity matrix I: the square matrix with ones on the diagonal and zero
elsewhere

= A I = A forany A
(kxk)(kxk)  (kxk)(kxk)  (kxk) (kxk)
> singularity
Definition 2A.26. A square matrix A isnonsingularif A x = 0 implies
(kxk) (kxk)(kx1) (kx1)
that (kxl) = {kﬂl). If a matrix fails to be nonsingular, it is called singular. Equivalently,
x >

a square matrix is nonsingular if its rank is equal to the number of rows (or columns)
it has.
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» inverse of a square matrix

Result 2A.7. Let A be a nonsingular square matrix of dimension k X k. Then there
is a unique k X k matrix B such that

AB = BA =1

where I is the k X k identity matrix. |

Definition 2A.27. The B such that AB = BA = I is called the inverse of A and is
denoted by Al In fact, if BA =1 0or AB = I, then B = A™!, and both products
must equal L

Result 2A.9. For a square matrix A of dimension k X k, the following are equivalent:

A x = 0 implies x = 0 (A isnonsingular).
(kxk)(kx1) (kx1) (kx1) (kx1)
(b) |A| #0.
(¢) There exists a matrix Al such that AA™' = A™1A = I

(kxk)

Result 2A.10. Let A and B be square matrices of the same dimension, and let the
indicated inverses exist. Then the following hold:

@ (A7) = (A"
(b) (AB)™! = B1A™!
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» orthogonal square matrix

Definition 2A.29. A square matrix A is said to be orthogonal if its rows, considered
as vectors, are mutually perpendicular and have unit lengths; that is, AA’ = L

Result 2A.13. A matrix A is orthogonal if and only if A" = A’. For an orthogonal
matrix, AA’ = A'A = [, so the columns are also mutually perpendicular and have
unit lengths.

» determinant of a square matrix

Definition 2A.24. The determinant of the square k X k matrix A = {a;;}, denoted
by | A|, is the scalar
I Al = an ifk =1

k
|A| = ap;|Ay|(-1)M ifk > 1
=1
where A, ; is the (k — 1) X (k — 1) matrix obtained by deleting the first row and
k
jth column of A. Also,| A | = Y, a;;| A;;|(—1)"*/, with the ith row in place of the first

j=1
TOW.

ay; a2
a1 4z

@11 412 413
a1 4 a3
a1 dsz 4azs

= ay180(—1)* + a12821(—1)® = a11a2; — aran

a2 az;
azy d33

a1 4z
as1 a3

=a (-1)* + ay, (=1) + a3

(-1

a1 a3
aszy dass

= a11822833 T 13023431 T 821032813 — 331022813 — 621812033 — 32823011




Result 2A.11. Let A and B be k X k square matrices.

(a) A=A

(b) If each element of a row (column) of A is zero,then |A| = 0
(¢) If any two rows (columns) of A are identical, then |A| = 0
(d) If A is nonsingular, then |A | = 1/|A7!|; thatis, |A || A™"| = 1.
(e) |AB| = |A||B]

(f) |cA| = c*|A|, where cis a scalar.

» eigenvalues and eigenvectors of a square matrix

Definition 2A.30. Let A be a k X k square matrix and I be the k X k identity ma-
trix. Then the scalars A, A,, ..., A satisfying the polynomial equation |A — AI| = 0
are called the eigenvalues (or characteristic roots) of a matrix A. The equation
| A — AI| = 0 (as a function of A) is called the characteristic equation.

13 -4 2
A=|-4 13 -2 three roots: A; = 9, A; = 9, and A3 = 18
2 -2 10
13 — A -4 2
|A — AI| = -4 13- —2| = =3 + 36A% — 4051 + 1458 = 0
f: gertalues chuld e
= fFor general A, eigenvalues could be real or complex values

+ every eigenvalue of symmetric matrix is real

p. 2-10
Definition 2A.31. Let A be a square matrix of dimension k X k and let A be an eigen-

valueof A.If x isanonzerovector( x # 0 )suchthat
(kx (kx1)  (kx1)

Ax = Ax

then x is said to be an eigenvector (characteristic vector) of the matrix A associated with
the eigenvalue A.

= Uniqueness of eigenvectors

= eigenvectors corresponding to distinct
eigenvalues are perpendicular

= determinant = product of eigenvalues
o 1|71
= eigensystem

Let A be a k X k square symmetric matrix. Then A has k pairs of eigenvalues
and eigenvectors namely,

Alsel szez v )‘kvek
The eigenvectors can be chosen to satisfy 1 = eje; = --- = eje; and be mutually

perpendicular. The eigenvectors are unique unless two or more eigenvalues
are equal.




> trace
Definition 2A.28. Let A = {q;;}
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be a k X k square matrix. The trace of the matrix A,
k

written tr (A), is the sum of the diagonal elements; that is, tr (A) = >, a;;.

Result 2A.12. Let Aand Bbe &k
(a) tr(cA) = ctr(A)
(b) tr(A £ B) =tr(A) £ tr(B)
(c) tr(AB) = tr(BA)
(d) tr(BAB) = tr (A)
(e) tr(AA’) = il i al;

i=1 j=1

» partition of matrix
n 2Xx2 Case

i=1

X k matrices and ¢ be a scalar.

4= | A1 A
Any App
[ A1 Ao By1 Bi2 A1l Aps B11 Bi»
+
A1 Az Boy Boo A21 Az | | B21 Ba22
A1l + Biy Ao+ Bio { A11B11+ A12B21 A11B1o+ A12Boo ]
A1+ B21 Azo+ Bao A21B11 + A20B21 A21B12 + A22B25
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= block diagonal matrix: partition matrix A for which A;=0 if i#j, e.q.,

A=

+ a block diagonal matrix is

Al =

A1 O
invertible iff each A; =0 is invertible and

o |A[=|A XA,
= these works with more than 2
« positive definite matrix

A7 O ]

—1
by 2 partitioning

> spectral decomposition and singular-value decomposition

Result 2A.14. The Spectral Decomposition. Let A be a k X k symmetric matrix.
Then A can be expressed in terms of its k eigenvalue—eigenvector pairs (A;, €;) as

k
A = 2 J‘.jeie;
i=1
A =)L1 € ei +A.2 e, ei ++Ak € e;c
(Jexk) (kx1)(1xk) (kx1)(1xk) (kx1){1xk)

Result 2A.15. Singular-Value Decomposition. Let A be an m X k matrix of real
numbers. Then there exist an m X m orthogonal matrix U and a k X k orthogonal

matrix V such that

where the m X k matrix A has (i,

A = UAV'
i)entry A; = Ofori = 1,2,..., min(m, k) and the

other entries are zero. The positive constants A; are called the singular values of A.




