
p. 2-10

uniqueness of eigenvectors

eigenvectors corresponding to distinct 
eigenvalues are perpendicular
determinant = product of eigenvalues

|I|=1
eigensystem

p. 2-11

partition of matrix

trace

2×2 case

 NTHU STAT 5191, 2010  Lecture Notes

 made by S.-W. Cheng (NTHU, Taiwan)



p. 2-12

these works with more than 2 by 2 partitioning

block diagonal matrix: partition matrix A for which Aij=0 if i≠j, e.g.,

a block diagonal matrix is invertible iff each Aij=0 is invertible and

|A|=|A11|×|A22|

• positive definite matrix
spectral decomposition and singular-value decomposition

p. 2-13

AV = UΛ
A’U = VΛ

AA’= UΛ2U’
⇒ squared singular values of A are eigenvalues of AA’ and columns of U

are eigenvectors of AA’
A’A = VΛ2V’
⇒ squared singular values of A are eigenvalues of A’A and columns of V

are eigenvectors of A’A

quadratic form
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p. 2-14nonnegative definite and positive definite matrix

statistical distance and positive definite matrix

For nonnegative definite or positive definite matrix 

⇒

p. 2-15

• square-root matrix
Recall: matrix representation of spectral decomposition
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p. 2-16
inverse

square-root matrix

some properties

• matrix inequalities and maximization

p. 2-17
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p. 2-18

• approximation of a rectangular matrix by a lower-dimensional matrix
sum of squared differences

p. 2-19

sample covariance matrix

• sample mean, covariance, and correlation as matrix operation
sample mean
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p. 2-20

sample correlation matrix

Reading: Textbook, 2.2, 2.3, 2.4, 2.7, Supplement 2A, 3.5
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