NTHU STAT 5191, 2010 Lecture Notes

- p.2-1
Matrix Algebra
- vector (76]%)
> An array x of n real numbers x,, x,,..., x, is called a vector, and it is written as
*1 2 —C=2
X2 2oy~ __@
x=1. [ X
Hwo basic ' **/* : x;]
xﬁ 1 v 1 1
/ 0 / ﬂs ".’ % 2 ! Cxl
(> scalar multiplication C-L @G ox
cx is the vector obtained by multiplying each element of x by ¢. ¢X = 2
iti cXx
(> addition X " 1+ ¥ n
+
x+y= |2+ 2= 7T
xﬂ yﬂ Iﬂ + yﬂ 1

» a vector has both length and direction
s L=V 42+ + 22 = XX
s L= |c|Ly

= multiplication by ¢ does not change the direction of vector
« unit vectors on the direction of x: Lz'x  [engt of (X =|.

p.2-2

» vector space

Definition 2A.4. The space of all real m-tuples, with scalar multiplication and
vector addition as just defined, is called a vector space.

Definition 2A.5. The vectory = a + a@+ -+ a@ is a linear combination of

the vectors x;, X5, ..., X;. The set of all linear combinations of x;, X,, ..., X, is called
their linear span. a’mz(s nlk, X)) < K X3=a1X +aXa
> linearly dependent and independent XB=AiX;-A:¥.=O

Definition 2A.6. A set of vectors x;, X,, ..., X; is said to be linearly dependent if
there exist k numbers (ay, a,, ..., ax), not all zero, such that
lalxl + @yXy + -+ apx, = 0

iy exphanalon | q e
mxK >
Otherwise the set of vectors is said to be linearly independent. | <7 \/
> basis of vector space L/n veilprs, /Mm@ a/e)oe/M dm Zn

Definition 2A.7. Any set of m linearly independent vectors is called § basis)for the
vector space of all m-tuples of real numbers.

Result 2A.1. Every vector can be expressed as alincar combination of a
fixed basis.

> inner product(ﬂxﬁ)
X'y =x1)1 + X + oo+ XY,
= LyLy cos(6)
= length: L, = lengthofx = Vx'x
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= angle between 2 vectors: x'y X'y j—aﬂmple_ coreliition
cos(0) = Y AT 2\
: . LxL ' ’
= projection of x on y: ' *EVYY (x - 3
X x'yl/1
Projectionof xony = (y ;:) y= (Ly @ \Vﬁ/ﬁ/ﬂ .
Sy L
| X’y | r \ unit vedor ()_"_yy)y
o _ L, cos (8) ——»|
Length of projection L, =L, L. L = L,|cos(6)]| i‘—\f,—g

> Definition 2A.13. An[m X kimatrm generally denoted by a boldface uppercase

letter such as A, R, %, and so forth isa lgc&angular array of elements having m rows
oumn

d k columns. ~ a
/ﬂ’“%} a11 a1 ajyk oW
-0 m 1| a2 - Qg
2 A = : . . ;
'I ( ] (mxk) : : " : (ka] = {a ”}

a

2*5
-F\-/{_gdrm-l 8m1| Qp2 k
xfa)+ x e+ x where a; is the ith column of A.

» transpose
Definition 2A.19. Consider the m X k matrix A with arbitrary elements a;;,i = 1,
2,....m, j=1,2,...,k. The transpose of the matrix A, denoted by A’, is
the k£ X m matrix with elements aji, ] = 1,2,...,k,i=1,2,...,m. That is, the

transpose of the matrix A is obtained from A by Wﬂ

columns.
v\/-\

O

p.2-4
> addition
Definition 2A.16 (Matrix addition). Let the matrices A and B both be of dimension
m X k with arbitrary elements g;; and b;;, i = 1,2,...,m, j = 1,2,..., k, respec-
tively. The sum of the matrices A and Bis an m X k matnx C, written C A + B,
such that the arbitrary element of C is given by ~ A1B8= { Ay fb4 i}

A-B={ 'bt
cij = a;; + bjj i=12,....m, j=1 % az
» scalar multiplication

Definition 2A.17 (Scalar multiplication). Let ¢ be an arbitrary scalar and { Ak) = {a;;}
mXx

Then cA = Ac = = {b;;}, where b, =ca;=a;c, i=12,...,m,
(mxk) (mxk) (mxk)
i=12,...,k

» matrix multiplication

Definition 2A.23 (Matrix multiplication). The product AB of an @natrix
A = {a;;} and af matrix B = {b;;} is the m X k matrix C whose elements

are -
Cif:Eﬂsebe; i=12,....m j=1,2,...,k
¢=1 Column
B/ ap; dyjz a1z a4 by - by j
H . M : P :
=|@; @n a5 & =R - (@nbyj + aiby; + aishs; + aubs;) -
(,ﬁ)ggp) by - . b3p ow 1 (a{l 1j + @iabyj + @by + ay 4])
Gn1 Gny Gn3 Gpa = “p inngr mq(w

AmxK A8 =mxm
« in general, AB = BAﬁ 3 B: 'z,m, BA= kKek MER,
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» some properties of matrix operations

Result 2A.4. For all matrices A, B, and C (of equal dimension) and scalars c and d,
the following hold:

(a (A+B)+C=A+(B+C)
b)) A+B=B+ A

(c) c(A+B)=cA +cB

@) (c +d)A =cA + dA

—€e) (A+B) =A"+B (That is, the transpose of the sum is equal to the

sum of the transposes.)
(f) (cd)A =c(dA)

@ (cA) =cA’

Result 2A.5. For all matrices A, B, and C (of dimensions such that the indicated
products are defined) and a scalar c,

(a) c(AB) = (cA)B
(b) A(BC) = (AB)C
k(c) A(B + C) = AB + AC

(@ (B+C)A=BA+CA
© (ABy —BA —=AB

More generally, for any x; such that Ax; is deflned p-2-6

({3] Z Ax; = A 2 X;
N X’A
@ > (Ax;)(Ax;)’ “A(E xjxl) A’

i=1

> rank (;:1] CAq Pl 4———) MW/PWM

Definition 2A.25. The row rank of a matrix is the maximum n
endent rows, considered as vectors (that is, row vectors). The column rank of/a matrix
is the rank of its set of columns, considered as vectors.

i (Sfm Gows) >
dm ( span (c/awms))

Result 2A.6. The row rank and the column rank of a matrix are equal.
@ of a matrix is either the row rank or the column rank :
> square matrix: # of rows = # of columns(m ;6)

= identity matrix I: the square matrix with ones on the dlagonal and Zero

elsewhere :L 0
I = A 1 = A forany A T=
(kxk)(kxk)  (kxk)(kxk)  (kxk) (kxk) \
> singularity Non 57%1!/% columss oy A ane /nsz 01700;
Definition 2A.26. A square matrix A is nonsingular i 1 implies
(kxk) kxk kxl chl
that x = 0 .Ifamatrix fails to be nonsingular, it is called singular. Eqmvalently,
(kx1) {kxl
a square matrix is nonsingular if i 115 equal to the number of rows (or columns)
it has.
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» inverse of a square matrix

Result 2A.7. Let A be a nonsingular square matrix of dimension k X k. Then there

is a unique k X k matrix B such that A'x T A
L
AB(OBA =1 K_/Mu)(’

where I is the k X k identity matrix. t .l |
esccAﬂ%aA& A

Definition 2R.27. The B such that AB = BA = I is called the inverse of A and is
denoted by A7l In fact, if BA =1 0or AB =1, then B = A™, and both products
must equal L.

Result 2A.9. For a square matrix A of dimension k X k, the following are equivalent:

(@) {a&k){ki]) (kgl) implies {kil) (kxl)( is nonsingular).

(b) |A]| # 0.

(¢) There exists a matrix Al such that AA™' = AT1A = (klk}.
x

Result 2A.10. Let A and B be square matrices of the same dimension, and let the
indicated inverses exist. Then the following hold:

@ (A7) = (A" ABx __M/”‘ ~ g.~
(b) (AB) !'= B'A™? A8

) X X .28
> orthogonal square matrix ’ i

Definition 2A.29. A square matrix A is said to be orthogonal if its 1o « conmdered
as vectors, are mutually perpendicular and have un\é ngths; that i 1s

G ¥ X=0 if C3 iy M""W
Result 2A. I3nx A is orthogonal if and only if Al = Af For '..:lrmeﬁtglf'ﬁlc)gonalS

matrix, AA' = |, so the columns are also mutually perpendicular and have
unit lengths. I p

» determinant of a square Matrix

Definition 2A.24. The determinant of the square k X k matrix A = {a;;}, denoted
by | A |, is the scalar

columns .

| A | = ap ifk =1
k
|A| =2 aylAyl(-1)" ifk > 1
j=1
where A, ; is the (k — 1) X (k — 1) matrix obtained by deleting the first row and
k

jthcolumn of A. Also,| A | = Y, a;;| A;;|(—1)**/, with the ith row in place of the first

j=1
TOW.
12| _ 2 3_
a1 a2 a3 M = apaz(—1)° + apan(—1) = a6y — apan
1

a1 4y a3
a3y ds; daij

a2 4z a a a1 4az
=g (-1)* + 2By +a 21(-1)*

azy das3 a ass a3z a3z
= @11G22033 T @12a23031 t 821432413 — 31822813 — 421312033 — 43242301
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Result 2A.11. Let A and B be k X k square matrices.

(a) |[A]=[A"]

(b) If each element of a row (column) of A is zero,then |A| = 0
(¢) If any two rows (columns) of A are identical, then |A| = 0
(d) If A is nonsingular, then |A | = 1/|A™!|; thatis, |A||A"| = 1.
o defoumnif$ly | AB| = | A B [Aa" = (AllAT]

|cA| = c*| A |, where c is a scalar.

eigenvalues and eigenvectors of a square matrix

Definition 2A.30. Let A be a k X k square matrix and I be the k X k identity ma-
trix. Then the scalars A, Ay, ..., A, satisfying the polynomial equation |A — AI| = 0
are called the eigenvalues (or characteristic roots) of a matrix A. The equation
| A — AI| = 0 (as a function of A) is called the characteristic equation.

13 -4 2
A=|-4 13 -2 three roots: A; = 9, A\, = 9, and A3 = 18
2 -2 10
13- A -4 2
|A - AI| = -4 13- —2| = =A% + 36A% — 4051 + 1458 = 0
- .2 -2 ilg — A
» [For general A, eigenvalues could be real or complex values

+ every eigenvalue of symmetric matrix is real
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