
p. 1-1

• Multivariate data arise whenever an investigator select a number
p (≥1) of variables or characters to record. The values of these 
variables are all recorded for n distinct items, individuals, …

• Organization

n measurements on p variables can be displayed as follows:

The data can be displayed as a rectangular array:

Organization of Multivariate Data

p. 1-2Example: a selection of 4 receipts from a university bookstore

• Some descriptive statistics (summary numbers)
sample mean:

sample variance:

sample standard deviation: 
it uses the same units as the observations

sample covariance:

it measures the association between 2 variables
it reduces to the sample variance when i=k
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p. 1-3sample correlation:

it measures the strength of “linear” association 
−1 ≤ r ≤ 1; r=0 ⇒ no linear association
r can be viewed as sample covariance of standardized data
r remains unchanged if the variables are linearly 
transformed

Arrays of basic descriptive statistics

Sn and R are symmetric and positive semi-definite matrices
Reading: Textbook, 1.3

p. 1-4Geometry of the Sample

• Approach 1: rows of X as n points in p-dimensional space 

• A sample of size n from a p-variate 
“population”: collection of measurements 
on p different variables taken on n
items/trials

scatter plot of n points in p-
dim space provide 
information on the location 
& variability of the points 
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p. 1-5

statistical distance accounting for difference in variation 
& the present of correlation

distance: most multivariate techniques are based upon the 
concept of distance

Q: how to define distance between 2 multivariate data 
points?

Euclidean distance of two points 

unsatisfactory for most statistical purpose because each 
coordinate contributes equally to the calculation of 
Euclidean distance (Note: the coordinates represent 
measurements subject to random fluctuations of differing 
magnitudes)

Q: how to account for difference in variation? 
Ans: weighting

p. 1-6different variation & zero correlation

all points with same distance from the original form 
an hyperellipsoid

values which are given 
deviation from the original 
in the x1 direction are not as 
“surprising” or “unusual” as 
are values equidistant from 
the original in the x2
direction

major axis/minor axis 
= (s11/s22)1/2

(∗)

If s11=…=spp, (∗)=Euclidean distance
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p. 1-7different variation & nonzero correlation

Q: What is a meaningful measure of distance for the 
case? Ans: rotate coordinate system

the points exhibits a tendency to be 
large or small together

the appearance of 2a12x1x2 is necessitated by the 
correlation r12

p. 1-8all points that are a constant distance from the point 
Q is an ellipse centered at Q. Its major and minor axes 
are parallel to the 

In general, for p-dim points

[x1 − y1, . . . , xp − yp]=

x1 − y1
·
·
·

xp − yp

1/2

the matrix [aij] is related to the sample variance-
covariance matrix
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