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Organization of Multivariate Data
» Multivariate data arise whenever an investigator select a number
p (=1) of variables or characters to record. The values of these
variables are all recorded for n distinct items, individuals, ...

 Organization
> Xxj; = measurement of the kth variable on the jthitem
» n measurements on p variables can be displayed as follows:

Variable1 Variable2 --- Variablek .-+ Variable p
Item 1: X1 X132 e X1k e X1p
Item 2: X921 X292 T Xak <. X2p
Itemj: X1 X2 Xik xl‘p
Item n: Xn1 Xn2 Tt Xnk re Xnp

= The data can be displayed as a rectangular array:

l |

X311 X120 X1ttt Xip

X271 X22 v Xap Ut X2p

Xj1 Xjzo ottt Xkttt Xjp
Ll Xn1 X2 "7 Xpx " Xpp

»Example: a selection of 4 receipts from a university bookstor8 ™

. Variable 1 (dollarsales): 42 52 48 58

Variable 2 (number ofbooks): 4 5 4 3

42 4
52 5
48 4
58 3

« Some descriptive statistics (summary numbers)
n

» sample mean: % =_1_ X
0=

X=

j=1
> sample variance: - 1 — 2
P Skzskk=_z(xjk_xk)
n i3
> sample standard deviation: Vs,
= It uses the same units as the observations
> sample covariance: 1< _ _
P Sik = n 2{ (xji - xi)(xjk - Xk)
}=
= It measures the association between 2 variables
= it reduces to the sample variance when i=k




»sample correlation: ‘ 3 (61 - %) (x5 — )

Sik j=1
Tik = =
ViSii VSkk & a2 | < _
\/2 (xji - X;) \/E (Xjk — Xi)
j=1 i=1

It measures the strength of “linear” association

—1 <r <1; r=0 = no linear association

r can be viewed as sample covariance of standardized data
r remains unchanged if the variables are linearly

transformed
» Arrays of basic descriptive statistics
X Sip Sz & pT
_ 5 Sample variances S = 521 S22 T S2p
Sample means x=|. and covariances n . o .
Xp Spr Sp2 77t Spp
1 T2 rlp
Sample correlations R = rfl 1 o r%"”
rpl rpz e 1

« S, and R are symmetric and positive semi-definite matrices

+ Reading: Textbook, 1.3

Geometry of the Sample
* A sample of size n from a p-variate f ome
“population”: collection of measurements X o | %o %
on p different variables taken on n T L xa o n

items/trials

» Approach 1: rows of X as n points in p-dimensional space

X11 X120 Xip X]
X =| T Fmo R | X
(nXp) : : ) : :
L *n1 ¥p2 " Xpp | | Xp_|
» scatter plot of n points in p- :
dim space provide ol
information on the location at
& variability of the points ﬂ o
Al

L 1 1 1 1 L
-2 -1 12 3 4 5
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» distance: most multivariate techniques are based upon the
concept of distance

= Q: how to define distance between 2 multivariate data
points?

» Euclidean distance of two points
P=(x1':x2v'-sxp) Q=(}‘1>J*z,+-~,}’p)

d(P,0) = V(x; = mP + (xg = w) + -+ (x, = yp)?

o unsatisfactory for most statistical purpose because each
coordinate contributes equally to the calculation of
Euclidean distance (Note: the coordinates represent
measurements subject to random fluctuations of differing

magnitudes)

o Q: how to account for difference in variation?
Ans: weighting
= statistical distance accounting for difference in variation
& the present of correlation
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ndifferent variation & zero correlation

+Values which are given
deviation from the original
in the =, direction are not as
“surprising” or “unusual” as
are values equidistant from
the original in the z,

X

> X,

direction

X1 — }’1)2

(x2 — }’2)2 +

' (
d(P,Q) = \/

S11

+
$22

(xp - yp)z

Spp

(%)

LAY

+

«+ all points with same distance from the original form

an hyperellipsoid

2

- A
2 2 /Sn
A, % _ o A
S11 S22 /:\
major axis/minor axis f&/r |
— 12
= (511/89))
e S

2 If 811:. . .:Spp,

(*)=Euclidean distance




ndifferent variation & nonzero correlation
3 « the points exhibits a tendency to be
" large or small together

+ Q: What is a meaningful measure of distance for the
case? Ans: rotate coordinate system

& X; = x;c08(0) + x,5sin(6)

X, = —x1sin(6) + x; cos(B)
* ~2 ~2
X X
d(O P) __l _2 = \/aux% + 2&121112 + 022I%
1 S22

« the appearance of 2a,,z,x, is necessitated by the
correlation

\/al 1

2

d(P,Q) = — ) + 2a15(x; — yi)(x2 — yz) + ay3(x2 — W)

« all points that are a constant distance from the point” "’
@ 1s an ellipse centered at (). Its major and minor axes

are parallel to the ¥, and %, axes.

a11(x1 — y)? + 2a15(x — 1) (%2 — ) + apa(xp — W) =
I T 7
K\
u a\\
+ In general, for p-dim points
d(P,Q) = \/[011(11 = )2+ an(x — )2+ + app(xp — ,Vp)2 + 2a15(x1 — yn)(x — »)
_ + 2a13(xy — y)(x3 — y3) + o+ 24y p(Xp-1 — Yp-1) (Xp — ¥p)]

1/2

a1

a;

. al

p

1 — Y1

a2
— Y1, - 1

C Ty — Ypl

alp azp

a -

‘e a

a2p

pp

—Yp

« the matrix [a,] is related to the sample variance-

covariance matrlx
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» Approach 2: columns of X as p vectors in n-dimensional space
(c.f. approach 1)

X11 X122 " Xip

X X . | |
("§P) N 21 22 ;P = [}'1§ Y2 i oo Yol

Xn1 Xp2 "0 Xpp_ 613
s Y2
. 4
»benefit of approach 2: many of i/
: : 4/
the algebrglc expressions we sha_ll re
encounter in multivariate analysis s
can be related to the geometrical
notion of length, angle, volume.

»sample mean 1 1
H—=1]|—1=
Y\Vn ") Vn
z y. — x1
0 1 %1
- p.1-10
» sample variance _
X1 T X
— n
di =Y — :fll = *2i . i L%, = d:dl = 2‘1 (xji - ii)z
- }:
Xni — :ft
3 3
A 4
Y 4 & e 2

1 d-;

1
» sample covariance and correlation

n

did, = LgLg, cos (6ix) = 2 (i — X} (X — Xi)
Jj=1

« visualization of objects in 3-dim is useful to illustrate certain

statistical concepts in terms of only 2 or 3 vectors of any n-dim
% Reading: Textbook, 3.2, 3.3, 1.6




