NTHU STAT 3875, 2018 Lecture Notes

—_— — P — — f— Ch 12, p. 51
@ Yip—= Y. = (Ygp=Yy)+(Ye=Y. )+(V;=V.)
Note- ? ~ =y - < ~ — [\ — , _—
Vg WigrEije L i & 5

=HsisBj+8ij+Eijk + (Vi —Vi—Y; +Y.)  e->:eguals zero - balanced

=’-‘¢+a~,i§,~+&,- +Eie  ° > —\ <> : always 2ero
=Uig+Eijk % —
{JkS

. A
e Taking square on both sides, expanding the terms, and & "": XS
summing them over all (4, j, k)’s, we get the SS identity. T ‘}{ + l\

e (exercise) The sums of the cross-product terms are zero 83

because of the balanced condition.

g i gl

What is the information of data provided by each of these SS5’s?

Theorem 16 (Expectations of S\S W @E, SS AB> and SSE)
Consider the model (V) in LNp.38. Suppose (i) Hig = B+ + 5 +

the mean of Fj;, (ii) all Fj;’s have same variance a , and (iii) all Ki; = K.
What Fij ij £
happen | Then, (1) E(SS.) S JIK[(> ) + a2 Z’Lﬁ’;{:ﬁféﬁﬁﬁ’féﬁf
— o ——
(I)I‘FHO Vistrue? NG g !
2 SS5g) — A . B3) +
(2) ,.FHO ,shvue'7”< ) (_,.B) 20 (;5_1)2 F’m;;_fg ey
o if HiPistmerd®) E(5San) = K3, %, 05) +IU_DU_To” oy
<:| ‘rcl-‘ Ch 12, p. 52
(4) E(SSg) = IJ (K —1) 0°% ¢ “SZ = SSg/(13(k-1)] iS unbiased
Yi..= pProof of (1). By the Thm 2 in LNp.10, Wlth the role of

=|>

&‘k Zk being played by Y. and that of Z being played by L we have
— _’:\m@mdmt(table in LNp. 48) iy V-7
':unbiasedl*@ EB(Yy)=p+afori=1,....1,and E(Y.) =, I

o Var(Y,.) =c?/(JK) fori=1,...,1, Var(Y...)= 61 __s° =-i- 3_6:

- N 13K
* B(SSy) = E(JK[Z, (Vi - Vo)) = LK L, B(TVe - V)]
- puy (@ + B L) - s (Rat) + =10

Proof of (2). It can be proved by the Thm 2 in LNp.10, with the role of

Zk being played by Y j and that of Z being played by Y ... (exercise).
i3 —IXindependent (table in Np.48)  T— 1 T, Vj.= Ve
fixed| Proof of (4). It can be proved by the Thm 2 in LNp.10, with the role of
J S— Zy, being played by Y. and that of Z bemg played by Y i (exercise) {Note, Yijicé
—t ‘LM :kv igk _VJ_J [_V__,_havesamemeanyg
Proof of (3). By applying the Thm 2 in LNp 10 to SSror, with the role of

7 being played by Y., and that of Z being played by Y'... , We get
—t _é‘l —_L' N ZLIJ_Zg Y_}__Y
° E(Y;Jk) T Oéi—i— 51 + 52 for any (i,j, ]{3), and E(Y_) 1
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@ o Var(Yy:) = o2 for any (i, j, k),
?5:%8‘ 'E(SSTOT) E[ZileE( Yigp =Y ) Z Z Zk By~ Y
Why not- use 3 3 D [(as + B + 62 + (N = 1)a?/N]

> Vo= (V- Vo) R
l '(7_4_ ~ Vo) (N =1)a’ DrP Z_(O‘z+ﬁj +5ZJ)

7 o v MR (N 1)t K (3 0) + IK(S, B) + K (S5, 5).

The last equality holds due to the linear constraints on the parameters. For
Ziti=0 example, the cross-product terrrg’involving a;’s and f3;’s is -
ZjBj=ol ——— == D2 7 0 (Ui=T+ai+8j+Sij)

. 3ig=E;dij=0 Z Z ; Zk a; B; = _(Z Oéz’) (Zﬁl) = 0. f::é I Ho“‘
The desired expression for’E (S bl AB) now follows, since R ‘*::J,;w '
= ) g

E(SSror) = (SSE) + E(SS4) + E(SSg) + E(SSAB).“’

Consider the model (0) in LNp 45 aSSume o,-mal,bu

Ch 12, p. 53

SSg ~ 0—_2X21J(K_.12 < SSg/a® ~ XZIJ K1), menseaen
(2) Under ESA);@ = ... =a; =0, ﬁ-_I_JT EE_Q——EE jom

<:| Ch 12, p. 54
(3) Under H® : B, =--- = 8, =0,
T - jmension
%Ni 2;1 e %/0—2’”962.7—1-¢ = degrees
proof af|(4) Under H(@ :all 9;;’s are 0, of freedom
Thm 5] -
(LNp.15116) SSap ~ o~ X(I -y S8ap/0’ ~ X{—nw-1 S
@‘ (5) Under 2, the SSg, SS4, SSp and SSap are independent. <", balanced
Proof of (1). Let 52‘ = K T ZE 1 ( ?L) be the sample variance
in the (4, j)th sample i=1,. Ll = 1, ..., J. Because check INp.I5
Yok ~iid. N(u, o2 K — ~ & Review 1
[IJ(K")]SB _ 1.717 }/;]K 1 1 d (Iu 1] g ) = ( ) /U X[(= 'n LN,CH", 6

o SSE/J —ZZ( K—=1)s U/a >

e s;;’s are independent because all the Yj;;’s are independent,

[\

we have SSp/o” o? ~ X2[J(K ) since the sum of m chi-square random variables,

each with n; degrees of freedom, follows a chi-square distribution with n; +

- + n,, degrees of freedom. check the ¢able in Np.4
Proof of (2). Consider the independent random sample Y., ...,Y .} Notice

that Y. and Zézl (Y;.—Y..)%are the sample mean and the sample variance

of {Yi.,...,Y .}, respectively. Under Héé) cap=---=a; =0, I:>
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) Chl12,p. 55
o fori=1,...,1, ol =0 (in HE) o) 0 = U+ai
Inﬂ: 1 1 L ImHA

Yigh ~ R U
N(T+oli*Bj+8ig, = ﬂié(ﬁJ’ﬁ*%) i(J_N ;_1+25')

g?) and Var(Yy) =0®/(JK) = Yyp,...,Yp. ~iid N, OQ/UK)E
e thus, we have likel -sample data
BE— [ >
Ip-50]
SSA—JK{ _12 . —Y5J ~JK><§ oy

gmglg ggﬂgnge \.__———:
Proof of (3). Similar to (2) by considering {Y 1., ... ’Yi}& check the table

Proofs of (4) and (5). Skipped. They can be proved under the in Wp 48
framework of linear model with the “orthogonality” property brought by

balanced data.

Theorem 18 (ANOVA for two-way layout) <5 Thme (1-way ANOVA) in LNp.Ib~I8

Consider the model ([J) in LNp.45, and the null hypotheses (LNp.49):
assyme — (A A n
n A HP. N
e Define mean square (MS): Y HE
MSg = SSg/[IJ(K —1)], MSy=SS4/(I—1), H&
MSg = SSg/(J — 1), MSas = 5545/ — LS — 1)]. E‘}
<:| Ch 12, p. 56
o Test iéé) tap = =0 = 9 VS. H%) . at least one of a;’s is not 0
MS4 SSa/(I—1)

— test statistic Fjq = . A justification is:

MSg ~ SSg/[IJ(K —1)]
Thmlib l under H(A) (MSA) = (MSE) = 02 the F4 should be close to 1,
*

]
(L) under HA—),_Q(MS ) = 5 (X, o) + a2 > o® = E(MSg),

ThmlIff —_— == =0
(LNp 5455) the F4 should be large (i.e., data with larger F4 = more extreme).

L1—O null distribution: Under ié—) ZI | (under &)
( SSA/U /
ind e

e
ZLatc-1) (under Q) 4—1———| ¢ p(0is]

— rejection region at level a: reject H( if Fiu > Fr 1 15x—1)(q)er(-& ~o)-

Quantile
° Testiéﬁ) :fr=---=0;=0 s H( ). : at least one of 3;’s is not 0
test statistic Fp = ok _ _ S5BMVT 2L o ifeation as F
est statistic Fp = MSy ~ S5y IJIE -1 ame justification as Fja.
— null distribution: Under iéﬁ) ZJ_ (under %)
(SSB/O' /

ind e Fg = J—1,1J(K—1

~ F
| — ~»(SSg/a?)/[IJ(K —
ng--) (under N) 4__,‘-——]1/1])/ E"}
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Ch 12,p. 57

&

1 Litk-1) (under .Q

— rejection region at level a: reject H(()E) if Fg> Fy1rx-1(a)

o Test iéA—B) : all 0;;'s are 0 wvs. H_AA—B) : at least one of d;;’s is not 0
MS SS I-1)(J-1
— test statistic F_ = M;;B = LS/}_LI;;[/([IJ(K)(— D] ) . Same justifica-

tion as that for

— null distributioannder Hy 48 . 2 1oy (under HEAR))

ind ndel (SSAB/U &/[( —1)(J 1)] ~

S

— rejection region at level a: reject H(—) if Fap > Fu_nu-n, 1i-n(a)

les as 1-way layout,
_—_— ANOVA tabl oI5 treat the IIsomples as 1-way
e Two-way able SSyithin=SSE. SSpetween=SSa+SSp*SSag

(I=1)(J=1),IJ(K-1)

Lecture Notes

Source | 9 af MS (=55/df) i
7 -1 A SS4 [ — l..r-Z,;ui.l-'o SSa/(I — 1)~ MS/MSg
% I B | 55 G J—1 7ZdBiFo  555/(J —1)— e MSp/MSk
CMAB |[FSSa [T HU =D = DEGED S u/[(1 = (T — 1) HHOWM S 45/ M S
F3
;z% Error || LSS5 —IJE-1 gy [SSe/LJK - )IF | (use same
Total [*#SSror [——1/K-1_2 | le=s3ts62 standard
Ch 12, p. 58
Example 7 (Iron retention)
e An experiment was performed to determine whether €rossing J L,
two forms of iron, Fe2t and Fe3t, are retained differently. 03| 12102
e Design: Fet | 18| 18| 18
—_— obs. | obs.| obs.
— 108 mice were randomly divided into 6 groups of 18 each "woi | s [ 15 | 1s
— 3 groups were given Fe2* in 3 different concentrations, e
10.2, 1.2, and 0.3 millimol SO
high——= == nedian "% low T balanced data

— the other 3 groups were given Fe2t at the same 3 concentrations

— percentage of iron retained was calculated for each mouse —= qu

e factors, levels, and replicates

=) factor A: iron, with 2 levels: Fe*t and Fe3™ = [ =2

—) factor B: dosage (concentration), with 3 levels: 10.2, 1.2, 0.3 = J =3

— for each of the 6 level combinations, there are 18 replicates = K = 18
cf

e Some plots of Y;;;’s: §4)

. Sig

— Figure 12.4, 12.6
(textbook):
plots of Yijk’s and a

box-

data n
1-way layout

plot of s(—) VS. Y
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<:| Ch 12, p. 59

— boxplots show the data is quite skewed to the right

— Figure 12.6 shows the error variance increases with the mean

— They show Yj;;,’s are not normally distributed with equal variance—;

= Q: What can be the remedy for these problems? |Yijx's do not £it the
o ANOVA model (D) in LApY5

e Consider the transformation
Zijkz — log(}/;jk):

70 S&)
. -~
_ Figure 12.5, 12.7 @ Y. | . 4 - ©o
T . k& da:. o
(textbook):  box- %4 a3 © o
plots of Z;;;’s and a
— 2Zi4.
plot of sg) VS. Zi ° -
— boxplots show | -
e . , same -
* distribution of Z;;;, is more symmetrical, i
x interquartile ranges are less variable, Z=log(Y§:
— Figure 12.7 shows the log transformation L

is successful in stabilizing the variance

o Y R X
Small large
— Q: Why can it work? L’ constant variance

e Statistical modeling: Assume Z;;;’s follow the model (OJ) in LNp.45. E>
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