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0 The MLE of o2 is === 2 = [z 5, S ¥ign — Vg e——
mean Q =
Vargf " Note. éijk = Y;jk = Yij = Yijk — ,uﬂ is called V‘J“ -—1+§‘J£)CF
error Eqk the_residual of the (7, j, k)th observation. -ga‘l'ﬁ
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Under the model ([J) in LNp.45, how to examine:
(i) whether the factor A has some effects on Y’’s, i.e.,
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iéé) oy =0 = o =1 s H(—) at least one of a;’s is not 0
(ii) whether the factor B has some effects on Y’s, i.e.,

iéﬁ) Pr=---=0;=0 s Hﬁlﬁ) : at least one of 3;’s is not 0
(iii) whether the factors A and B has some interactions on Y'’s, i.e.,

HéA—B) :all 6;;’s are 0 vs. H;A—B) : at least one of d;;’s is not 0

Ch 12, p. 50
Theorem 15 (Sum of squares decomposition) 4—-—) SS decomposition ﬁr 1-way Iayoupf:

Consider the model (V) in LNp.38. Defi (LNp-T)
nodit pssmpton 20 08 e e Luey o 2|
SSror = 3, 3y TuYigs — Vo )? = X 5, 3 (Vige — 7)2 | perfiorm 2y Atoma]
Zgﬂtﬂﬂ%}ien the SSror can be decomposed to H’engsm,ﬁ‘ = SSg
ari
in thedata] 2 25 2 (Yize = ¥.)% = %Y, 2k< ik — Vi) Sfﬁggfgsﬂ%
Yi ik =
SSror 55p (= 5%, 5 & &y = (N—1J)s ;?
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, SSu (= JK(D.a2)) SSg (=I1K(>.p3? =
Zi8 e 8l —[— ( N @—-)0 55 l (i—l)ll_ 555 Bf
LR[SV - -V, + VL2
;ﬁ:‘#&p 48 —— ~ - Source of variation
' SSup (= K(:3,02)) [s.v.5 32| [variation
That is, ( _— i——”ll_ztzazkéu "f'fifiﬁfg
varigtipn of BEEE [T 5570, — 15951 +1554 + 555 + 594510 ai's. ik, A8
(*> Eijk's are r.v’s) I o @ m Jijs: parameters)

Proof. This proof is similar to that of one-way ANOVA (LNp.7). This SS
identity can be proved by writing < This proof reguires 0o dist. assumption E>
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